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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Report of the Auditor
Published herewith is a condensed version of our auditors’ report for calendar year ended 31 December 2000.

Independent Auditors’ Report

To the Executive Council
Acoustical Society of America

We have audited the accompanying statements of financial position of the Acoustical Society of America as of December 31, 2000, and the related
statements of activity and cash flows for the year then ended. These financial statements are the responsibility of the Society’s management. Our responsibility
is to express an opinion on the financial statements based on our audit.

We conducted our audit in accordance with generally accepted auditing standards. Those standards require that we plan and perform the audit to obtain
reasonable assurance about whether the financial statements are free of material misstatement. An audit includes examining, on a test basis, evidence
supporting the amounts and disclosures in the financial statements. An audit also includes assessing the accounting principles used and significant estimates
made by management, as well as evaluating the overall financial statement presentation. We believe that our audit provides a reasonable basis for our opinion.

In our opinion, the financial statements referred to above present fairly, in all material respects, the financial position of the Acoustical Society of
America as of December 31, 2000, and the changes in its net assets and its cash flows for the year then ended in conformity with generally accepted
accounting principles.

CONROY, SMITH & CO.
16 May 2001
New York, NY

ACOUSTICAL SOCIETY OF AMERICA
STATEMENT OF FINANCIAL POSITION

AS OF 31 DECEMBER 2000
„With Comparative Totals For 1999 …

2000 1999
Assets:

Cash and cash equivalents......................................... $ 942,470 $ 489,533
Accounts receivable................................................... 324,410 372,836
Marketable securities................................................. 6,881,069 7,398,853
Furniture, fixtures and equipment—net.................... 107,191 118,078
Other assets................................................................ 349,219 292,934

Total assets............................................ $8,604,359 $8,672,234

Liabilities:
Accounts payable and accrued expenses................... $ 453,544 $ 274,942
Deferred revenue........................................................ 1,449,583 1,524,755
Deferred rent liability................................................. 41,989 44,192

Total liabilities........................................ $1,945,116 $1,843,889

Net assets:
Unrestricted................................................................ $ 5,518,982 $5,601,878
Temporarily restricted................................................ 565,655 598,120
Permanently restricted............................................... 574,606 628,347

Total net assets..................................... $6,659,243 $6,828,345

Total liabilities and net assets.............. $8,604,359 $8,672,234
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ACOUSTICAL SOCIETY OF AMERICA
STATEMENT OF ACTIVITY

FOR THE YEAR ENDED 31 DECEMBER 2000
„With Comparative Totals For 1999 …

Unrestricted
net assets

Temporarily
restricted
net assets

Permanently
restricted
net assets Total

1999
Total

Support and revenue:
Contributions............................................. - - $ 623 $ 623 $ 1,310
Dues........................................................... $ 658,172 - - 658,172 628,110
Publishing.................................................. 2,172,282 - - 2,172,282 2,088,076
Standards................................................... 418,779 - - 418,779 366,878
Meetings.................................................... 396,038 - - 396,038 239,591
Interest and dividends............................... 280,351 $ 29,330 30,874 340,555 327,615
Unrealized gain~loss!............................... ~ 503,670! ~ 53,643! ~ 56,469! ~ 613,782! 401,546
Other.......................................................... 48,235 - - 48,235 60,639
Realized gain~loss!................................... 17,668 1,881 1,981 21,530 236,085
Net assets released from restrictions........ 10,033 ( 10,033) - - -

Total support and revenue......... $3,497,888 ~$ 32,465! ~$ 22,991! $ 3,442,432 $4,349,850

Expenses:
Publishing.................................................. $1,630,098 - - $1 ,630,098 $1,783,477
Standards................................................... 536,893 - - 536,893 461,999
Administrative and general....................... 559,803 - - 559,803 499,455
Meetings.................................................... 449,117 - - 449,117 250,613
Other.......................................................... 404,873 - $ 30,750 435,623 409,938

Total expenses............................ $3,580,784 - $ 30,750 $ 3,611,534 $3,405,482

„Decrease … in net assets ....................... ~$ 82,896! ~$ 32,465! ~$ 53,741! ~$ 169,102! $ 944,368

Net assets, beginning of year............... 5,601,878 598,120 628,347 6,828,345 5,883,977

Net assets, end of year.......................... $5,518,982 $565,655 $ 574,606 $ 6,659,243 $6,828,345

ACOUSTICAL SOCIETY OF AMERICA
STATEMENT OF CASH FLOWS

FOR THE YEAR ENDED 31 DECEMBER 2000
„With Comparative Totals For 1999 …

Total All Funds
2000 1999

Operating Activities
~Decrease! in net assets............................................................ ~$ 169,102! $ 944,368
Adjustments to reconcile net income to net

cash provided by operating activities:
Depreciation and amortization............................................. 32,218 31,355
Unrealized~gain! loss on marketable securities ................. 613,782 ~ 401,545!

Changes in operating assets and liabilities:
~Increase! decrease in accounts receivable.......................... 48,426 5,531
Decrease~increase! in other assets...................................... ~ 56,285! ~ 46,388!
Increase~decrease! in accounts payable

and accrued expenses.......................................................
178,602 69,104

~Decrease! increase in deferred rent liability.......................... ~ 2,203! ~ 2,202!
Increase~decrease! in deferred revenue.................................. ~ 75,172! 378,031

Net cash flows provided by operating
activities..............................................................

$ 570,266 $ 978,254

Investing Activities
Purchase of furniture, fixtures, equipment, and

leasehold improvements.......................................................
~$ 21,331! ~$ 47,336!

Proceeds from sale of securities ............................................. 2,315,330 1,713,644
Purchase of securities............................................................... ~ 2,411,328! ~ 4,796,676!

Net cash „used in … provided by
investing activities.............................................

~$ 117,329! ~$3,130,368!

Increase „decrease … in cash and cash
equivalents.....................................................................

$ 452,937 ~$2,152,114!

Cash and cash equivalents, beginning of year............. 489,533 2,641,647

Cash and cash equivalents, end of year........................ $ 942,470 $ 489,533
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Preliminary Notice: 143rd Meeting of the
Acoustical Society of America

The 143rd Meeting of the Acoustical Society of America will be held
Monday through Friday, 3–7 June 2002, at the Pittsburgh Hilton and Towers
Hotel in Pittsburgh, Pennsylvania, USA. A block of rooms has been reserved
at the Hilton hotel.

Information about the meeting can be found on the ASA Home Page at
^http://asa.aip.org/meetings.html&. Online registration is now available at
^http://asa.aip.org&.

Technical Program

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Monday through Friday, 3–7 June.

List of Special Sessions

The special sessions described below will be organized by the ASA
Technical Committees.

Acoustical Oceanography (AO)
Acoustical studies of bubbles in the ocean
~Joint with Underwater Acoustics!
Characterization of bubbly fluids, including measurement techniques and
results
Ed Hamilton memorial session on sediment properties
~Joint with Underwater Acoustics!
Acoustic propagation through ocean sediments, dealing in particular with
the issues of attenuation and dispersion, in honor of Ed Hamilton’s contri-
butions to our understanding of sediment properties.

Animal Bioacoustics (AB)
Acoustics of terrestrial mammals and birds
Sound production and reception, and effects of noise on terrestrial mammals
and birds
Session on marine mammals in honor of Bill Evans
Acoustics of whales and pinnipeds

Architectural Acoustics (AA)
Acoustics of meeting facilities
Detailing the design, shortcomings, and successes in meeting facilities
Adaptive reuse of vaudeville and movie palaces for modern music and the-
ater performance
Architectural and acoustic issues in leveraging the location and value in
existing theater spaces
Computer modeling in acoustical consulting~Joint with Noise!
Overview of computer modeling techniques as applied to acoustical consult-
ing
Halls for music performance: Another two decades of experience: 1982–
2002
Continuation of poster session held at 141st meeting in Chicago in June
2001
Perceptual aspects of real and virtual rooms
~Joint with Psychological and Physiological Acoustics!
Session to initiate interdisciplinary discussion on perception and room
acoustics

Biomedical UltrasoundÕBioresponse to Vibration (BB)
Characterization and monitoring of biological flows
Ultrasonic systems and techniques to measure or quantify flow parameters
Funding biomedical engineering research
Panel discussion of funding mechanisms in the area of biomedical ultra-
sound
Scattering theory applications for biological media
Applications of scattering theory in biomedicine, including multiphase flows
Ultrasonic field characterization~Joint with Signal Processing in Acoustics!
Techniques of ultrasonic field characterization with emphasis on effects of
nonlinear propagation and high intensity applications

Ultrasound propagation in and through bone
Models and techniques for quantifying ultrasound propagation in bone or
through bone to other tissues

Education in Acoustics (ED)
Hands-on demonstrations in acoustics for high school students
About 15 demos to introduce high school students to the excitement of
acoustics

Engineering Acoustics (EA)
Electroacoustic systems for 3-D audio~Joint with Architectural Acoustics!
Electroacoustic system concepts and designs used to produce desired 3-D
audio fields
Projectors for high frequency sonars~Joint with Underwater Acoustics!
Survey of underwater projectors in the 1 kHz to 20 kHz band

Musical Acoustics (MU)
Free reed instruments: Historical perspectives and recent research
Historical studies of the development of free reed instruments together with
results of recent acoustical research
Interactive computer music systems
Virtual instruments, computer music performance systems, gestural control
of sound synthesis, mapping strategies, and new techniques for real-time
sound control
Music recognition systems
~Joint with Psychological and Physiological Acoustics!
Automatic methods for performing tasks related to information content of
music signals such as pitch detection, tempo and rhythm detection, instru-
ment detection and timbre categorization, voice separation, and music
matching
Naturalness in synthesized speech and music
~Joint with Speech Communication!
Problems and techniques in achieving naturalness in synthesized sound, es-
pecially in speech and singing

Noise (NS)
Acoustics of glazing~Joint with Architectural Acoustics and Structural
Acoustics and Vibration!
Applications of sound isolation concepts in building glazing
Manufacturing process noise control
Advances in noise control methods for manufacturing
Public policy for noise~Joint with Speech Communication and Animal
Bioacoustics!
The objectives, issues, and approaches to creating effective means for noise
control
Quiet roadways/quiet tires~Joint with Structural Acoustics and Vibration!
Mechanisms for reducing the noise generated by the tire/road interface

Physical Acoustics (PA)
Demonstration devices in physical acoustics~Joint with Education in Acous-
tics!
Recent developments in wave propagation in random and complex media
~Joint with Underwater Acoustics!
A broad look at progress in theory and applications involving wave propa-
gation through random and complex media such as turbulence, internal
wavefields, and porous structures

Psychological and Physiological Acoustics (PP)
Hearing aid design: Psychophysics and signal processing
Overview of current status of hearing aid research and discussion of unre-
solved hearing aid design issues from a variety of perspectives
Perceptual effects in real and virtual rooms
~Joint with Architectural Acoustics!
Focus on how complex, realistic patterns of echoes and reverberation affect
perception
Session honoring Ira Hirsh~Joint with Speech Communication!
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Signal Processing in Acoustics (SP)
Advances in sonar imaging techniques including synthetic aperture sonar
and computed tomography~Joint with Underwater Acoustics!
Advanced techniques in sonar imaging will be discussed evolving from new
approaches in synthetic aperture sonar and computed tomography

Speech Communication (SC)
Future of infant speech perception research: Session in memory of Peter
Jusczyk~Joint with Psychological and Physiological Acoustics!
Session to honor Peter Jusczyk’s many contributions to science
Models of phonetic formation and structure
Behavioral and neurophysiological data related to the acquisition and func-
tion of phonetic categories

Structural Acoustics and Vibration (SA)
Active control of ducted fan noise~Joint with Noise!
Current progress and developments in the active control of ducted fan noise
Flow-induced vibration and noise~Joint with Noise!
Topics of interest include experimental techniques and results, theoretical
and numerical models for aerospace, surface and submerged vehicles, and
piping systems
Pyroshock
Measurement and analysis of pyroshock will be covered

Underwater Acoustics (UW)
Celebration of the work of Morris Schulkin~Joint with Acoustical Ocean-
ography!

Other Technical Events

History Lectures and Hot Topics Session
A ‘‘Hot Topics’’ session sponsored by the Tutorials Committee is sched-

uled. The Committee on Archives and History will jointly sponsor the next
in a series of lectures on the history of acoustics with the Technical Com-
mittees on Signal Processing in Acoustics and Structural Acoustics and Vi-
bration.

Student Design Competition in Architectural Acoustics
The Technical Committee on Architectural Acoustics of the Acoustical

Society of America and the National Council of Acoustical Consultants are
sponsoring a student design competition which will be professionally judged
at the meeting. The purpose of this design competition is to encourage
students enrolled in Architecture, Architectural Engineering, and other Uni-
versity curriculums that involve building design and/or acoustics to express
their knowledge of architectural acoustics and building noise control in the
schematic design of portions of a building where acoustical considerations
are of primary importance. The submitted designs, which will be displayed
at the Pittsburgh ASA Meeting, will be judged by a panel of professional
architects and acoustical consultants. An award of $1000 will be made to the
submitter~s! of the design judged ‘‘first honors.’’ Four awards of $500 each
will be made to the submitters of four entries judged ‘‘commendation.’’ Full
details can be found on the ASA web site: asa.aip.org/design.html

Meeting Program
An advance meeting program summary will be published in the April

issue of JASA and a complete meeting program will be mailed as Part 2 of
the May issue. Abstracts will be available on the ASA Home Page
~http://asa.aip.org! in April.

Paper Copying Service
Authors are requested to provide one paper copy of their projection ma-

terial and/or paper~s! to the Paper Copies Desk upon arrival. The copy
should contain material on one side only on 81

2311 inch or A4 paper suit-
able for photocopy reproduction. Copies of available papers will be made
for a nominal charge.

Tutorial Lecture
A tutorial presentation Keep your Ear on the Ball: Display of Targets in

the Bat’s Sonar Receiver, will be given by James A. Simmons on Monday, 3

June at 7:00 p.m. Lecture notes will be available at the meeting in limited
supply. Those who register by 6 May 2002 are guaranteed receipt of a set of
notes.

To partially defray the cost of the lecture a registration fee is charged. The
fee is $15 for registration received by 6 May and $25 thereafter including
on-site registration at the meeting. The fee for students with current ID cards
is $7.00 for registration received by 6 May and $12.00 thereafter, including
on-site registration at the meeting.

Short Course on Conversational Systems
This short course will be held on Sunday afternoon, 2 June, and Monday

morning, 3 June, at Carnegie Mellon University.
Conversational systems combine the technologies of speech recognition,

speech synthesis, and language and domain modeling to develop systems in
which users and machines interact using voice to access information or
perform useful tasks. This short course will describe, discuss, and demon-
strate the aspects of speech and language technology used to develop con-
versational systems. The course will be directed toward technically literate
researchers and students who are not necessarily experienced in speech sci-
ence and language technologies. The course will include overviews and
technical commentary on both the fundamentals and contemporary issues
underlying automatic speech recognition, speech synthesis, language mod-
eling and semantic inference, and the design of spoken-language systems,
including user interface issues. Technical discussions will be supplemented
with demonstrations and discussions of the development of spoken language
systems using tools and resources that are available to the public in open
source form. The course will be conducted at Carnegie Mellon University in
Pittsburgh.

The objective of the course is to provide the participant with a technical
overview of a suite of techniques that are used for the development of
systems that enable users to interact with computers using voice input and
output, along with an introduction to publicly available tools that can be
used to develop practical systems.

The course instructors are Alan W. Black, Ronald Rosenfeld, Alexander I.
Rudnicky, and Richard M. Stern, who are all faculty members of the speech
group at Carnegie Mellon University~CMU!. Alan Black is well known for
his work in speech synthesis, including the development of the Festival
Speech Synthesis system while at the University of Edinburgh. Alexander
Rudnicky’s research has focused on speech recognition, interfaces, and lan-
guage, and he has led the effort to develop the CMU Communicator system,
a dialog management architecture for complex spoken language tasks. Roni
Rosenfeld has extensive experience in language modeling for speech recog-
nition and accessible and natural flexible interfaces for spoken language
systems, and he is leading the development of the Universal Speech Inter-
face. Richard Stern has extensive experience in signal processing, speech
recognition, and auditory perception, and he directs the activities of the
CMU Robust Speech Group.

The registration fee is $250.00 and covers attendance, instructional mate-
rials, coffee breaks, and transportation between the Hilton Hotel and Carn-
egie Mellon University.The number of attendees will be limited so please
register early to avoid disappointment. Only those who have registered by
6 May will be guaranteed receipt of instructional materials. There will be a
$50 discount for registration made prior to 6 May. Full refunds will be made
for cancellations prior to 6 May. Any cancellation after 6 May will be
charged a $50 processing fee. Use the form in the printed call for papers to
register for the course or register online at^http://asa.aip.org&.

Short Course on Signal Processing for Machinery and Structural
Fatigue Prognostics

This short course will be held on Friday afternoon, 7 June, and Saturday
morning, 8 June, at the Hilton Pittsburgh Hotel and Towers.

The course is designed for acousticians and scientists with a basic knowl-
edge of digital signal processing and an interest in its application to machin-
ery and structural health monitoring. Applications of digital data acquisition
and calibration are stressed for the detection machinery component signa-
tures and structural modal responses. The signature responses are broken
down into the feature information using physics-based feature detection al-
gorithms. These features are then tracked for the prediction of remaining
useful life under varying load conditions. Signal models are presented for
gears, bearings, shaft balance and alignment, and structural modal re-
sponses. These physical models are used to convert raw sensor signals to
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information features. The features change over time with changing loads
and/or growing damage in the machine or structure. Simple examples of
features are material stiffness, rms vibration, vibration kurtosis, nonlinearity,
modulation, and so on. A damage feature ‘‘state model’’ is composed of the
‘‘position, velocity, acceleration, jerk, joust, etc.’’ of the damage feature
dynamics, thus allowing future prediction of the damage for a given load
condition. Many simple examples using simulated and/or actual sensor data
will be demonstrated using straightforward Matlab scripts.

The objective is to present a concise overview for physicists and engi-
neers of the essential signal processing tools to detect and predict future
fatigue in machinery elements and vibrating structures.

Professor David C. Swanson is the Division Chief Scientist of The Sys-
tems and Operations Automation Division of The Applied Research Labo-
ratory and an Associate Professor of Acoustics at The Pennsylvania State
University. He is a member of ASA, the IEEE, and the board certified
member of Institute of Noise Control Engineers~INCE!. His research inter-
ests cover a broad range of intelligent acoustic sensor networks including
surveillance systems, predictive maintenance, passive sonar, wireless sensor
networks, active noise control, and environmental sensing for outdoor sound
propagation. Included as part of the course, his recent textbookSignal Pro-
cessing for Intelligent Sensors~Marcel-Dekker, 2000! will be used along
with numerous Matlab examples of the applied processing techniques.

The registration fee is $300.00 and covers attendance, instructional mate-
rials and coffee breaks.The number of attendees will be limited so please
register early to avoid disappointment.Only those who have registered by
6 May will be guaranteed receipt of instructional materials. There will be a
$50 discount for registration made prior to 6 May. Full refunds will be made
for cancellations prior to 6 May. Any cancellation after 6 May will be
charged a $50 processing fee. Use the form in the call for papers to register
or register online at̂http://asa.aip.org&.

Special Meeting Features

Student Transportation Subsidies
A student transportation subsidies fund has been established to provide

limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit
a proposal~e-mail preferred! to be received by 15 April 2002 to Jolene Ehl,
ASA, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747- 4502,
Tel: 516-576-2359, Fax: 516-576-2377, e-mail: jehl@aip.org. The proposal
should include your status as a student; whether you have submitted an
abstract; whether you are a member of ASA; method of travel; if traveling
by auto; whether you will travel alone or with other students; names of those
traveling with you; and approximate cost of transportation.

Young Investigator Travel Grant
The Committee on Women in Acoustics is sponsoring a Young Investiga-

tor Travel Grant to help with travel costs associated with presenting a paper
at the Pittsburgh meeting. This award is designed for young professionals
who have completed the doctorate in the past five years~not currently en-
rolled as a student!, who plan to present a paper at the Pittsburgh meeting.
Each award will be of the order of $200. It is anticipated that the Committee
will grant a maximum of five awards. Applicants should submit a request for
support, a copy of the abstract they have submitted for the meeting, and a
current resume/vita to Peggy Nelson, Department of Communicative Disor-
ders, University of Minnesota, 164 SE Pillsbury Drive, Minneapolis, MN
55455; Tel: 612-625-4569; nelso477@tc.umn.edu. Deadline for receipt of
applications is 15 April 2002.

Students Meet Members for Lunch
The Education Committee has established a program for students to meet

with members of the ASA over lunch. Students are strongly encouraged to
contact David Blackstock, University of Texas at Austin, Mechanical Engi-
neering Dept., Austin, TX 78712-1063; Tel.:~512! 471-3145, Fax:~512!
471-1045, dtb@mail.utexas.edu prior to the meeting. There will also be a
sign-up sheet available at the registration desk for those students who have

not responded prior to the meeting. Members who wish to participate are
also encouraged to contact David Blackstock. Participants are responsible
for the cost of their own meal.

Plenary Session, Awards Ceremony, Fellows’ Lunch, and Social Events
Two socials will be held; one on Tuesday night~4 June! in the Hilton and

one on a riverboat on Thursday night~6 June!. Both socials will begin at
6:00 p.m. with complimentary buffets with cash bars. On Thursday, the
riverboat will leave at 6:00 p.m. from the Point State Park located directly in
front of the Hilton ~there will be a short walk from the Hilton to the boat!.
The cruise of the three rivers~Allegheny, Monongahela, and Ohio! will
provide an excellent view of Pittsburgh and surroundings, such as Mt. Wash-
ington. The boat will return to Point State Park at 7:30 p.m. in time for you
to return to the Hilton to attend the Technical Committee meetings.

The Plenary session will be held on Wednesday afternoon~5 June! at the
Hilton Hotel where Society awards will be presented and recognition of
Fellows will be announced. A Fellows’ Luncheon will be held on Thursday
~6 June! at 12:00 noon. Cost is $25. Use the registration form in the call for
papers to purchase tickets or use the online registration form. Please note
that Fellows may bring one guest to the luncheon.

Women in Acoustics Luncheon
The Women in Acoustics luncheon will be held on Tuesday, 4 June. Those

who wish to attend this luncheon must register using the form in the call for
papers or online at̂http://asa.aip.org&. The fee is $10 for preregistration by
5 May and $15 thereafter including on-site registration at the meeting. There
is no fee for students for preregistration received by 5 May and $5 thereafter
including on-site registration at the meeting.

Transportation and Hotel Accommodations

Air Transportation
Pittsburgh is served by the Pittsburgh International Airport~PIT! which

was recently rated by Conde Nast Traveler as the best airport in the country
and the third best in the world. There are 23 airlines using PIT with 581
nonstop flights to 119 cities. PIT is a hub for US Airways.

Ground Transportation
The Pittsburgh International Airport~PIT! is about 30 minutes by auto

from the Pittsburgh Hilton. A taxi will cost about $28 USD. Express Shuttle,
which costs $14 USD, runs once an hour from PIT with the Hilton as one of
its stops. There is also a Port Authority Transit~PAT! public bus which runs
every 20 minutes from PIT with three stops before the Hilton. This bus is a
real bargain, costing less than $2 USD. For those who wish to drive, Pitts-
burgh is six hours or less by auto from Baltimore, Buffalo, Cincinnati,
Cleveland, Columbus, Detroit, Erie, Philadelphia, Washington, DC, and
State College.

Hotel Accommodations and Reservations
The meeting and all functions, except the Thursday night social, will be

held at the Hilton in downtown Pittsburgh, directly across from the Point
State Park where the Monongahela and Allegheny Rivers join to form the
Ohio River. Please make your reservations directly with the Hilton and ask
for one of the rooms being held for the Acoustical Society of America. The
reservation cutoff date for the special discounted ASA rates is 5 May 2002;
after this date the conference rate will no longer be available.

A block of guest rooms at discounted rates has been reserved for meeting
participants at the Pittsburgh Hilton and Towers. Early reservations are
strongly recommended. Note that the special ASA meeting rates are not
guaranteed after 5 May 2002. You must mention the Acoustical Society of
America when making your reservations to obtain the special ASA meeting
rates.

Pittsburgh Hilton and Towers
Gateway Center
600 Commonwealth Place
Pittsburgh PA 15222
Tel: ~412! 391-4600
Toll-free reservations: 1-800-HILTONS
FAX: ~412! 594-2277

Rates: Single: $128 Quad: $197
Double: $151 Govt Rate S/D: $99/$125~limited quantity!
Triple: $174 Additional person: $25
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Room Sharing
ASA will compile a list of those who wish to share an hotel room and its

cost. To be listed, send your name, telephone number, e-mail address, gen-
der, smoker or nonsmoker, by 15 April to the Acoustical Society of America,
preferably by e-mail: asa@aip.org or by postal mail to Attn.: Room Sharing,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502. The re-
sponsibility for completing any arrangements for room sharing rests solely
with the participating individuals.

Weather
Pittsburgh enjoys four distinct seasons, with early June falling between

the spring and summer seasons. The expected temperatures should average
around 68 °F with a high of 75 °F.

Accompanying Persons Program
Spouses and other visitors are welcome at the Pittsburgh meeting. A hos-

pitality room, specifically designated for accompanying persons, will be
open throughout the meeting. Information will be available about activities
in Pittsburgh and surrounding areas, such as restaurants, shopping, sports,
museums, parks, cultural events, and nightlife.

In addition to being surrounded by the Three Rivers Art Festival which
will be held immediately outside the Hilton during this meeting, you may
walk, join a day bus tour, or drive on your own to many attractions in
Pittsburgh and the surrounding area.

Some attractions which are within a short walking distance from the hotel
include: Department stores, such as Kaufmann’s, Lazarus, Lord & Taylor
and Saks Fifth Avenue, along with many smaller specialty shops. PNC
Park—home of the Pittsburgh Pirates. Station Square—home of 40 specialty
shops, 18 restaurants, Gateway Clipper fleet of riverboats and two inclines
that take you to the top of Mt. Washington. Strip District—a mile long
‘‘strip’’ of land along the Allegheny River of former warehouses that have
been converted to shops, produce and flower markets, restaurants, and night-
clubs. Heinz Hall—this elegantly restored concert hall is home of the Pitts-
burgh Symphony Orchestra. Tours of Heinz Hall are being planned. Carn-
egie Science Museum—this museum features 250 hands-on exhibits
~including several on acoustics!, a surround theater, interactive planetarium,
large miniature railroad and village, and theRequim, a submarine from
World War II which is open for tours. Sports Works—this interactive mu-
seum on the science of sports features over 40 exhibits. Andy Warhol
Museum—this museum features a permanent collection of Andy Warhol art
and archives, as well as temporary exhibitions from other artists. Mt.
Washington—this ridge overlooks downtown Pittsburgh from the south
across the Monongahela River. In addition to a spectacular view of down-
town Pittsburgh, you can enjoy fine dining at one of the many restaurants
located along Grandview Avenue.

Some attractions within a short drive of downtown Pittsburgh include the
Pittsburgh Zoo, home of over 4000 animals and a large aquarium. Old
Economy Village, which contains 17 of the original buildings from the
Harmony Society. Johnstown Flood Museum about 70 miles from down-
town Pittsburgh, which features permanent exhibits of one of America’s
most infamous natural disasters. Allegheny Portage Railroad National Park,
about 80 miles from downtown Pittsburgh, shows traces of the first railroad
crossing of the Allegheny mountains, including the incline plane railroad
which provided a critical link, and the Horseshoe Curve.

Two day trip tours are planned, both of which will include bus transpor-
tation, lunch, and tours.

Oakland Area—Only a few miles east of downtown Pittsburgh, this area
is home of Carnegie Mellon University, University of Pittsburgh~with the
42-story Cathedral of Learning!, Carlow College, Chatham College, the Car-
negie Museum of Art, the Carnegie Museum of Natural History, and Phipps
Conservatory & Botanical Gardens. The Carnegie Art Museum contains one
of the finest collections of impression, post-impression, and contemporary
works. The Carnegie Museum of Nature History has one of the world’s best
dinosaur collections. Tropical plants, a butterfly garden, miniature orchids,
and seasonal flower collections are just a few of the exhibits in the Phipps
Gardens.

Frank Lloyd Wright architecture—A day tour is planned of Frank Lloyd
Wright’s masterpieces Fallingwater and Kentuck Knob, which are located
about an hour and a half from Pittsburgh. Fallingwater is one of Frank Lloyd

Wright’s best known homes. Kentuck Knob includes contemporary sculp-
tures, historical artifacts, and a garden shop that enhance its beautiful wood-
land setting.

Registration Information

The registration desk at the meeting will open on Monday, 3 June at
the Hilton Hotel. To register use the form in the call for papers or register
online at ^http://asa.aip.org&. If your registration is not received at the
ASA headquarters by 17 May you must register on-site.

Registration fees are as follows:

Category
Preregistration
by 6 May

Registration
after 6 May

Acoustical Society Members $240.00 $290.00
Acoustical Society Members One-Day $120.00 $145.00
Nonmembers $290.00 $340.00
Nonmembers One-Day $145.00 $170.00
Nonmember Invited Speakers $240.00 $290.00
~Note: The fee is waived for these
speakers if they attend the meeting
on the day of their presentation only.!
Students~with current ID cards! Fee waived Fee waived
Emeritus members of ASA $35.00 $45.00
~Emeritus status preapproved by ASA!
Accompanying Persons $35.00 $45.00
~Spouses and other registrants
who will not participate

in the technical sessions!

Nonmemberswho simultaneously apply for Associate Membership in
the Acoustical Society of America will be given a $50 discount off their
dues payment for the first year~2002! of membership.~Full price for dues:
$100!. Invited speakers who are members of the Acoustical Society of
America are expected to pay the registration fee, butnonmember invited
speakers who participate in the meeting for one day only may register
without charge. Nonmember invited speakers who wish to participate in the
meeting for more than one day will be charged the member registration fee,
which will include a one-year membership in the ASA upon completion of
an application form.

NOTE: A $25.00 PROCESSING FEE WILL BE CHARGED TO
THOSE WHO WISH TO CANCEL THEIR REGISTRATION AFTER
6 MAY.

USA MEETINGS CALENDAR

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future.

2002
10–13 March Annual Meeting of American Institute for Ultrasound in

Medicine, Nashville, TN@American Institute for Ultra-
sound in Medicine, 14750 Sweitzer Lane, Suite 100,
Laurel, MD 20707-5906; Tel.: 301-498-4100 or
800-638-5352; Fax: 301-498-4450; E-mail:
conv_edu@aium.org; WWW: www.aium.org#.

3–7 June 143rd Meeting of the Acoustical Society of America,
Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

19–21 Aug. INTER-NOISE 2002, Dearborn, MI@INTER-NOISE
02 Secretariat, The Ohio State University, Department
of Mechanical Engineering, 206 West 18th Ave.,
Columbus, OH 43210-1107 or E-mail:
hp@internoise2002.org#.

2–6 Dec. Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress on Acoustics,
and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
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Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.

2003
28 April–2 May 145th Meeting of the Acoustical Society of America,

Nashville, TN @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

10–14 Nov. 146th Meeting of the Acoustical Society of America,
Austin, TX @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2004
24–28 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.

29 Nov.–3 Dec. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
print.
Volumes 21–30, 1949–1958:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Foundations of Engineering Acoustics
Frank Fahy
Academic Press, San Diego, 2000.
784 pp. Price: $84.95 hc ISBN: 0122476654.

The author, a well-known acoustician, describes engineering acoustics
as concerning ‘‘all acoustical and related vibrational aspects of engineering
design, manufacture, products, systems and operation.’’ Engineering acous-
tics involves the manipulation of sound, the principal aim being to control it
as an undesirable by-product that is potentially harmful to human health and
well-being, according to the author. Thus, the book presents the fundamen-
tals of acoustics with emphasis on those relating to noise generation by
machinery, vehicles and industrial plants, and to the practice of noise control
engineering.

Following a brief introductory chapter on ‘‘Sound Engineering,’’ the
author presents well-written chapters on ‘‘The Nature of Sound and Some
Sound Wave Phenomena,’’ ‘‘Sound in Fluids,’’ and ‘‘Impedance.’’ The next
chapter, ‘‘Sound Energy and Intensity,’’ is also the subject of a very useful
book by the author, published in 1989 with a second edition in 1995. This is
followed by chapters on ‘‘Sources of Sound’’ and ‘‘Sound Absorption and
Sound Absorbers.’’

The next chapters on ‘‘Sound in Waveguides,’’ Sound in Enclosures,’’
‘‘Structure-borne Sound,’’ and ‘‘Transmission of Sound through Partitions’’
strike a nice balance between the theoretical and the practical aspects of
engineering acoustics. The chapter on ‘‘Sound in Waveguides,’’ the longest
in the book, begins with a semiquantitative description, in terms of multiple
reflection of plane pulse wavefronts, of the generation of undamped and
damped plane-wave modes and resonances in uniform ducts terminated by
reactive and resistive elements. Mathematical analysis of propagation in
ducts having both rigid and finite-impedance walls leads to a brief presen-
tation of performance data for lined ducts and splitter attenuators.

The chapter on ‘‘The Behavior of Sound in Enclosures,’’ which relates
to auditoria, recording studios, vehicle interiors, and noise control enclo-
sures, opens with an illustration of the temporal evolution of an impulsively
excited sound field in a reverberant enclosure using an image model. A
conventional wave model analysis demonstrates that the rapid increase of
reflection arrivals revealed by the impulse model is complemented by a
rapid increase with frequency of the density of natural frequencies, to a
point where deterministic modal modeling is of little value. A simple model
based upon the enclosed-space Green’s functions reveals the factors that
govern vibroacoustic coupling between structures and enclosed fluids. The
chapter on ‘‘Transmission of Sound through Partitions’’ is largely extracted
from his earlier book,Sound and Structural Vibration~Academic, New
York, 1987!.

In the final chapter on ‘‘Reflection, Scattering, Diffraction and Refrac-
tion’’ the reader is introduced to a graphical technique that broadly eluci-
dates the origin and characteristics of diffraction by edges, together with
practical data relating to screens. The process of scattering by solid objects
is explained and illustrated by an analysis of scattering by a rigid sphere and
a thin disk. Finally, a simple example of the application of ray-tracing analy-
sis to refraction of sound is given, along with a brief account of refraction by
wind and temperature gradients near the surface of the Earth.

Seven appendices treat ‘‘Complex Exponential Representation of Har-
monic Functions,’’ ‘‘Frequency Analysis,’’ ‘‘Spatial Fourier Analysis of
Space-dependent Variables,’’ ‘‘Coherence and Cross-Correlation,’’ ‘‘The

Simple Oscillator,’’ ‘‘Measures of Sound, Frequency Weighting and Noise
Rating Indicators,’’ and ‘‘Demonstrations and Experiments.’’ A number of
teachers may find the latter appendix, which passes on some of the peda-
gogical know-how the author has accumulated during his 35 years of teach-
ing, to be worth the price of the book alone.

Professor Fahy writes well, as readers of his previous books will tes-
tify. Difficult concepts are explained clearly, and at an appropriate level of
mathematical rigor. Although some might question the introduction of the
Dirac delta function and Green’s function in a text for undergraduates, the
author argues that they are essential to the understanding of the equation that
relates sound fields to the boundary conditions satisfied by the fluid, for
example.

Each chapter has questions~problems!, and the answers are given in
the back of the book, along with brief explanations, in many cases, of how
the solution might proceed, a feature that readers who are using this text as
a means of self-instruction will greatly appreciate.

If the book has a weakness, it may be the dearth of discussion of
computational methods in engineering acoustics, such as finite- and
boundary-element methods of acoustic modeling. This omission is partly
due to space limitations and partly due to the author’s belief that the varia-
tional approach to dynamics upon which they rest will be unfamiliar to most
readers.

This book is a welcome addition to the acoustics literature, and it
should be in the library of anyone teaching courses in engineering acoustics
or noise control. It will no doubt receive a considerable number of adoptions
as a textbook for undergraduate and graduate courses in these areas.

THOMAS D. ROSSING
Physics Department
Northern Illinois University
DeKalb, Illinois 60115

Introduction to Wave Propagation in Nonlinear
Fluids and Solids

D. S. Drumheller
Cambridge University Press, 1998.
Price: $140.00 (hardcover) $52.95 (paperback) ISBN:
0521583136 (hardcover) 0521587468 (paperback).

This book introduces the reader to the mechanics and physics that
describe shock waves in compressible materials. It gives equal emphasis to
propagation in both gases and solid materials. It does so at an introductory
to intermediate level. The background assumed of the reader is limited to no
more than advanced calculus and introductory linear algebra, though some
background in the mechanics of a continuous medium would be helpful. The
title has been carefully chosen: it does not indicate that the book is about
nonlinear waves in fluids and solids, so much as it is about strong waves in
fluids and solids that respond nonlinearly. The book describes only one-
dimensional, nonlinear, compressional waves; it does not describe other va-
rieties of one-dimensional nonlinear waves such as dispersive water waves.
Moreover, the book is not predominantly concerned with wave propagation:
at least half the book describes the thermodynamics of materials and the
constitutive relations of specific material systems.

The book is comprised of four long chapters and two appendices. The
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second appendix contains useful tables of linear and nonlinear material pa-
rameters. The book has 31 references listed in the back matter, all to books
written for use by research students or researchers, and none published after
1994. References to research papers are not extensive and are given as
footnotes; none are to papers published after 1994. There is a very helpful
list of most of the symbols used in the text placed in the front matter,
making it possible to weave back and forth among the chapters. The index is
too brief, approximating one page of index per 100 pages of text, so that, for
example,stress, deviatoricis listed, butdeviatoric stress, see stressis not.
The pages are well designed with adequate space between sections, sen-
tences, and words, and with a restrained use of bold and italic type to set off
titles and important phrases. The typeface is Times Roman. The diagrams
are large and easy to read, and are uniformly well thought out. The equa-
tions are nicely set off from the text; only equations referred to in the text
are numbered, as is common practice. Type, or type and a diagram, cover 13
by 20 cm, the outside and bottom margins are 3 cm wide, and the inner and
top margins are 1.5 cm, so that, at 500 pages of text, this is not a short book.
The binding of the paperback edition is adequate if the book is used by a
single reader, but not if used by multiple readers.

Chapter 1 describes the continuum mechanics needed to understand
the remainder of the book. It treats fluids and solids equally, and uses spatial
~Eulerian! and material~Lagrangian! descriptions for both. All readers, re-
gardless of their background, should read this chapter so that they know
where to find various definitions as they proceed through the book. Readers
who come to the book with only a background in the acoustics of fluids will
find much here that is new. The reviewer found the treatment very good,
especially the way in which spatial and material descriptions were interwo-
ven, but he did find the discussion of rotations a bit awkward. By defining
$u,v% as the signed angle fromu to v, the author eventually gets himself into
an awkward situation wherein he writes, for an element of a matrix repre-
senting rotation,ak(m)5a (m)k , while ak(m)Þam(k) . This chapter is 78
pages long, has 39 figures, and 62 exercises. The reviewer did not attempt to
solve any of these exercises, nor any of the exercises in the other three
chapters.

Chapter 2 is the most important chapter from a student’s perspective
because it describes nonlinear waves and how they form shocks. Much of
the analysis is based on Riemann’s solution to one-dimensional hyperbolic
equations. The author begins his discussion by solving the linear wave equa-
tion with Riemann’s method, which is a very innovative way to introduce
the technique. Further, the combining of space-time diagrams, which indi-
cate how the waves propagate, with stress-particle velocity diagrams, which
explain how the material changes from one state to another, provides an
especially clear explanation of the mechanics of what is happening. In other
books often only the Riemann invariants—rather abstract objects—are used
to explain propagation. However, in part by confining himself to considering
only a nonlinear-elastic material, the author gives no discussion of the
simple kinematic wave equation and of how shocks are geometrically fitted
into its solution. Thus, an opportunity to indicate how first-order partial
differential equations model nonlinear waves and how they can be solved is
missed. The interactions of a nonlinear wave with a barrier or another wave
are very complex; the author ends this chapter with clear, well-written quali-
tative descriptions of these interactions, but the quantitative discussion is
very limited. Numerical solutions are usually needed to sort out many of the
quantitative details of propagation and interaction, so that the first of the two
appendices continues this discussion as it tries to give the reader a sense of
which algorithms to choose for these calculations and why. This chapter is
146 pages long, has 125 figures, and 67 exercises.

Chapter 3 describes the thermodynamics of continuous materials when
their state is often far from an equilibrium one. The materials described are
elastic, thermoelastic, viscous, and thermoviscous. The word thermome-
chanics, used by the author throughout, is intended to convey that this is a
presentation of thermodynamics written to indicate the symbiotic relation
between the mechanical and thermal processes induced in a material as
strong compressive waves propagate in it. The reviewer learned much from
this chapter. Of particular interest was learning that the second law could be
used as a constraint on the constitutive relations. In fact, this chapter and the
following one describing constitutive relations provide the main reason for a
researcher in acoustics to read this book. Explanations of this sort are not
easy to find outside of the research literature, and that literature can be
contradictory and polemical. Nevertheless, some comment as to why rela-
tions that one was told as an undergraduate only apply to quasistatic pro-

cesses continue to describe accurately processes that are very dynamic
would have been helpful. This chapter is 87 pages long, has 33 figures, most
very well thought out, and 42 exercises.

Chapter 4 describes constitutive relations for four specific material
systems followed by a brief description of combustion and phase transfor-
mations. The four systems are~1! an ideal gas;~2! a Mie–Grüneisen solid;
~3! an elastic–plastic solid; and~4! a saturated porous solid. A microscopic
physical model is sketched in each case to help to motivate the particular
construction of a constitutive relation. At 153 pages this is the longest chap-
ter and, as suggested previously, indicates that the book is directed as much
at understanding material behavior as at understanding wave propagation. It
has 82 figures and 44 exercises.

The author indicates in his preface that the first two chapters of the
book can be used as a textbook for a one-semester course discussing con-
tinuum mechanics and wave propagation. The instructor should assume that
each student will read approximately 20 pages and solve 4–5 homework
problems each week, for 12 of the 15 weeks in a semester. The topics will
hold the interest of mechanics students and acoustics students with a distinct
interest in physical acoustics.

There has been, for some time, a need for an introduction to nonlinear
compressional waves that form shocks, and the related mechanics and phys-
ics; this excellent book fulfills that need.

JOHN G. HARRIS
Center for QEFP
Northwestern University
2137 North Sheridan Road
Evanston, Illinois 60208-3020

Classic Papers in Shock Compression
Science

James N. Johnson and Roger Cheret, Editors
Springer-Verlag, New York, 1998.
524 pp. Price: $99.95 (hard cover) ISBN: 0387984100.

This book contains a selection of the classical papers, eleven papers by
ten authors, in shock compression science. A photo and a brief biography of
the authors precede each paper. One of the editors, Cheret, wrote a more
in-depth biography of Hugoniot. The editors state their goal as the documen-
tation of the process of incremental discovery and the advancement of the
fundamental understanding of shock compression science. The editors point
out in the preface that no attempt was made to reach a uniform use of
symbols. Each paper appears with its original notations. For the sake of
completeness they also decided to publish each paper in its entirety, even
when only a fraction of the paper deals with shock compression science.

The first paper~63 pp.! is ‘‘A paper on the theory of sound’’ by S.-D.
Poisson~1808!. Poisson first derives the lossless equations of motion in an
isothermal fluid. Then, he discusses solutions of the linearized equations,
reflection of sound using the image method, and reflection off ellipsoidal
and paraboloidal surfaces. Poisson also discusses the parameters that affect
the sound propagation speed. He notes that an isothermal sound speed cal-
culation yields an underprediction of about 16% compared with the reported
measured value. By including a second linear term~with factor k! in the
pressure density relation to account for the elasticity of the air and adjusting
the value of this coefficient he was able to obtain good agreement between
theory and measurement for a value of 11k51.4254. Poisson then studies
finite amplitude motion. He finds the exact solution for progressive waves as
a function of the velocity potential. It is interesting to note that Poisson
failed to recognize the importance of his solution with regard to waveform
distortion. He limits his discussion to a pulse that begins and ends with zero
particle velocity and observes that the length of such a pulse will never
change. He then concludes that ‘‘irrespective of whether the sound is loud or
soft, it is always transmitted at the same velocity.’’ Poisson did not appreci-
ate that the propagation speed varies within the pulse.

The second paper~9 pp.! is ‘‘On a difficulty in the theory of sound’’ by
G. G. Stokes. The paper is a combination of the original 1848 paper and the
revised version of 1883. Stokes addresses ‘‘a very remarkable difficulty’’
that Chablis had discovered, namely, that the points of zero velocity of a
wave coincide with points of maximum velocity. Stokes shows for the first
time graphs of waveform distortion caused by the dependence of the propa-
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gation speed on particle velocity. Stokes goes on to calculate the minimum
time for a wave to develop a vertical slope. He then proposes a surface of
discontinuity across which abrupt changes of density and velocity exist. He
also concludes that shock formation destroys the progressive wave nature
and that reflection must occur. Stokes derives conservation laws of mass and
momentum that must hold across the shock front. These relations are two of
the three familiar Rankine–Hugoniot relations, but apparently Stokes re-
ceived no credit for developing these laws. Stokes did not recognize that
shock propagation is accompanied by a loss of energy as was pointed out to
him later by Kelvin and Rayleigh.

The third paper~22 pp.! is ‘‘On the mathematical theory of sound’’ by
S. Earnshaw~1860!. Earnshaw first rederives the lossless progressive wave
equations and then develops the solution for wave propagation in a tube
generated by an arbitrary piston motion. Earnshaw therefore solves the
forced problem whereas Poisson treated the free problem. Earnshaw first
develops a solution for an isothermal gas, then for an adiabatic gas, and
finally for an arbitrary pressure–density relationship. He discusses in detail
the formation of shocks, which he calls bores, and rarefaction and conden-
sation waves. Earnshaw points out a possible consequence of finite ampli-
tude sound propagation, namely that, ‘‘the command to fire a gun, if in-
stantly obeyed, and the report of the gun, might be heard at a long distance
in reverse order.’’ Earnshaw further points out the generation of two waves
by the piston, a forward and backward traveling wave. He then proceeds to
derive an expression for the maximum mass flow that can travel through the
tube. He also points to the existence of rarefaction shocks. Finally Earnshaw
explains the increase in propagation speed for an isothermal gas as the result
of the addition of the particle velocity~he calls it the wind velocity! to the
sound speed. For an adiabatic gas Earnshaw failed to see the extra compo-
nent that occurs from the nonlinearity of the pressure–density relation.

The fourth paper~20 pp.! is ‘‘The propagation of planar air waves of
finite amplitude’’ by B. Riemann~1860!. Here Riemann introduces the
method of characteristics. He is also the first to consider compound wave
fields. He considers two quantities now known as the Riemann invariants
and shows that they are propagated with the relative speeds of propagation.
Riemann then proceeds to invert the equations and obtains an ordinary dif-
ferential equation of the space and time variables as a function of the Rie-
mann invariants. Riemann rediscovers the theory of shocks but made the
incorrect hypothesis of a lossless pressure–density relation.

The fifth paper~15 pp.! is ‘‘On the thermodynamic theory of waves of
finite longitudinal disturbance’’ by W. J. M. Rankine~1870!. Rankine was
the first to recognize that heat transfer within the gas is necessary for a finite
amplitude wave to maintain its shape. He was then able to derive the con-
servation laws for a steady shock in a perfect gas~now called the Rankine–
Hugoniot shock relations! that connect the flow field behind the shock with
that ahead of it. In a footnote Rankine mentions that Kelvin pointed out that
a rarefaction shock, although mathematically possible, is an unstable mo-
tion. Rankine then goes on to find an analytical solution for the profile of a
steady shock in a heat conducting, inviscid, and perfect gas.

The sixth and seventh papers are by P. H. Hugoniot. They are preceded
by an extended biography~11 pp.! of Hugoniot by Cheret. The first paper by
Hugoniot is ‘‘On the propagation of motion in bodies and in perfect gases in
particular—I’’ ~83 pp., 1887!. It contains three chapters that deal mostly
with the mathematics and physics of waves. The first chapter is a review of
the theory of characteristics. In the second chapter Hugoniot derives the
equations of motion for a solid, liquid, and gas. Both plane and spherical
waves are treated. In the third chapter solutions of the wave equations are
discussed. Hugoniot goes on to define the sound speed in fluids. The second
paper is a continuation of the first~114 pp., 1889! and has two chapters.
Chapter four is on plane fluid motion neglecting viscosity and heat conduc-
tion. Hugoniot considers excitation by a piston at the end of a cylindrical
pipe. First he treats finite amplitude propagation for a general fluid. Then he
applies the results to a perfect gas. Both isothermal and adiabatic cases are
treated. Two examples are presented. The first is that of a piston with uni-
form acceleration and the second is that of a periodic vibrational motion.
Here Hugoniot shows two graphs that demonstrate the cumulative nature of
waveform distortion. The biggest distortion occurs at the head of the wave
and the least near the piston face. Hugoniot also calculates the shock for-
mation distance. Hugoniot states ‘‘when discontinuities are introduced, the
original relation between pressure and volume is suddenly changed.’’ The

last chapter is dedicated to the development of the shock relations that are
now famous and referred to as the Rankine–Hugoniot relations. Although
Hugoniot’s work appeared after that of Riemann and Rankine, Cheret points
out in his biography of Hugoniot that Hugoniot was probably not aware of
the work of either one. Hugoniot assumed an inviscid and thermally non-
conducting gas and his derivations are for an unsteady shock. Hugoniot
shows that a shock wave that is reversible and adiabatic would violate the
principle of conservation of energy.

The eighth paper is ‘‘Aerial plane waves of finite amplitude’’ by Lord
Rayleigh ~44 pp., 1910!. He gives an excellent review of finite amplitude
sound. First he discusses finite amplitude waves without dissipation and
reviews the work of Poisson, Earnshaw, Riemann, and Stokes. Upon dis-
cussing the distortion of finite amplitude waves into a shock, Rayleigh notes
‘‘tendency to discontinuity may be held in check by forces of a dissipative
nature.’’ The second and third paragraphs are on waves of permanent regime
under the influence of dissipative forces. Rayleigh refers to Rankine’s work
and points out the deficiencies in Rankine’s assumption that heat conduction
is responsible for the permanency of the wave. Rayleigh also points out that
the shock profile calculation of Rankine is limited for shocks with pressure
ratio less than a critical value determined by the ratio of specific heats. Next
Rayleigh reviews the work of Hugoniot and concludes that Hugoniot’s third
shock relation is exactly the same as that developed by Rankine 15 years
earlier, remarkable since both started from very different assumptions. Then
he investigates the effect of viscosity in addition to heat conduction on
shock profile. He arrives at a third-order differential equation and mentions
that ‘‘a complete analytical solution of our equation is not to be expected.’’
Rayleigh continues to find a numerical solution. He shows that the shock
thickness of a shock with a density ratio of 3 is about 30mm.

The ninth paper is ‘‘The conditions necessary for discontinuous motion
in gases’’ by G. I. Taylor~8 pp., 1910!. Taylor shows that heat conduction
and viscosity are the causes of dissipative forces in a real gas. He then goes
on to calculate the shock profile of a heat conducting and viscous gas. Taylor
obtains an analytical solution for weak shocks and derives the formula for
the thickness of a weak shock, now called the Taylor shock thickness.

The tenth paper is ‘‘On the theory of shock waves for an arbitrary
equation of state’’ by H. A. Bethe~72 pp., 1942!. Bethe mentions in his
introduction that shock wave theory had been mostly developed for ideal
gases and that the question of shock wave stability had received little atten-
tion. First he develops the theory of shock waves for fluids with an arbitrary
equation of state. Then he looks at the theory of small shocks and shows that
the entropy increase is a cubic function of shock strength. He also calculates
the velocity of the shock wave and shows that it is always supersonic with
respect to the medium in front of the shock and subsonic with respect to that
behind the shock. Finally Bethe derives a set of three conditions that ensure
stability of the shock wave.

The eleventh paper is ‘‘Shock waves in arbitrary fluids’’ by H. Weyl
~23 pp., 1949!. Because of World War II Weyl had no knowledge of the
report written by Bethe. The first part of the paper is on thermodynamics and
the shock phenomenon and parallels Bethe’s work. In the second part, the
problem of the shock layer, Weyl develops the concept of the dissipation
layer similar to the Prandtl boundary layer. In doing so he uses the
asymptotic expansion method, a method now in widespread use in physics.

For anyone working in nonlinear acoustics or shock waves this book is
excellent reading. Although not complete in its collection of important pa-
pers, e.g., Airy’s and Challis’ papers are missing, it contains the majority of
important papers. A drawback of the book is the multitude of typesetting
errors, misspelled words, and errors in formulas. In addition to the errors,
some of the translations from French seem to have been done in a rather
‘‘word by word’’ fashion. At times, this makes the English version cumber-
some to read. In summary this book contains a selection of the important
historical papers in the development of nonlinear acoustics and shock waves
and thus provides an excellent overview of the history of nonlinear acoustics
and shock waves.

BART LIPKENS
Mechanical Engineering
Virginia Commonwealth University
Richmond, Virginia 23284-3015
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5,596,550

43.30.Yj LOW COST SHADING FOR WIDE
SONAR BEAMS

Linwood M. Rowe, Jr. et al. , assignors to Northrop Grumman
Corporation

21 January 1997„Class 367Õ103…; filed 20 June 1995

By combining the outputs of just two sensor elements~their spacing
relative to the wavelength is not specified! of which one sensor has a
weighting which is only 23% of the other but is in phase with it, the authors
suggest that a beam pattern as narrow as that obtainable from an array
containing many more sensors can be realized.—WT

6,014,347

43.30.Yj DEVICE CAPABLE OF BEING
SUBMERGED AND INCLUDING AN ACOUSTIC
TRANSDUCER

Jean-Pierre Mignot and Paul Dinnissen, assignors to Asulab S.A.
11 January 2000 „Class 368Õ88…; filed in Switzerland 28 August

1997

A wrist watch case is shown in cross section. Item2 is the case proper,
3 the crystal,4 and5 the hands, and6 the dial. The back cover8 creates an
inlet cavity 10 that communicates with the exterior space, which may be
water, via a channel11. A watertight interior cavity, labeled recess13, is
created when circular membrane17 is attached to support surfaces12 and
19 that surround membrane17. A bender-type piezoelectric transducer as-
sembly16 is bonded onto membrane17. This combination is free to vibrate
within water cavity10 and air cavity13. The associated electronics for the

transducer are presumably housed elsewhere in the watch case. The mem-
brane17 is edge-supported by a set of resilient lugs21. Static pressure
compensation is provided via membrane26, a water-resistant but air-
permeable membrane of sintered Teflon.—WT

6,277,077

43.35.Wa CATHETER INCLUDING ULTRASOUND
TRANSDUCER WITH EMISSIONS ATTENUATION

Axel F. Brisken and N. Parker Willis, assignors to Cardiac
Pathways Corporation

21 August 2001„Class 600Õ459…; filed 16 November 1998

The catheter covered by this patent is said to improve performance by
providing ultrasound damping regions. The catheter consists of an elongated
body member, an ultrasound transducer located on the body member, and an
ultrasound damping region adjacent to the transducer. The transducer is

configured to emit or receive an ultrasound signal. The damping region is
configured to improve uniformity of an ultrasound signal in three-
dimensional space. The preferred methods of damping include air or a ma-
terial containing air.—DRR

6,280,402

43.35.Wa ULTRASOUND THERAPEUTIC
APPARATUS

Yoshiharu Ishibashi et al. , assignors to Kabushiki Kaisha Toshiba
28 August 2001„Class 601Õ2…; filed in Japan 31 March 1995

The patent covers a therapeutic apparatus consisting of a therapeutic
ultrasonic source and driver circuit and anin vivo imaging probe for the
purpose of obtaining a tissue tomographic image in the vicinity of the focus
of the ultrasonic waves. The imaging probe receives echoes of the ultrasonic
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pulses. The ultrasonic wave-driving conditions are adjusted on the basis of
the received echo signals, which contain information about the actual inten-
sity of the ultrasonic waves within the body, resulting in a claimed improve-
ment in the safety and reliability of therapy.—DRR

6,280,407

43.35.Wa ULTRASONIC DISSECTION AND
COAGULATION SYSTEM

Ronald Manna et al. , assignors to United States Surgical
Corporation

28 August 2001„Class 604Õ22…; filed 14 August 1997

This ultrasonic surgical instrument includes an angled blade and a
clamp member particularly suited for performing dissection and coagulation
of tissue. The system consists of three parts: an ultrasonic instrument, a
control module, and a pedal actuator. The instrument has a housing and an
elongated portion extending from the housing. An ultrasonic transducer in-
side the housing is coupled to a cutting blade. A cutting surface is angled

with respect to the longitudinal axis of the elongated body and, thus, with
respect to the axis of vibration. A tissue clamp positioned next to the blade
is movable from an open position which holds the cutting surface away from
the tissue to a clamped position which aligns the blade with the tissue
contact surface. The clamp member and the angled blade combine to im-
prove contact between tissue and the blade cutting surface.—DRR

6,287,272

43.35.Wa BALLOON CATHETERS HAVING
ULTRASONICALLY DRIVEN INTERFACE
SURFACES AND METHODS FOR THEIR USE

Axel F. Brisken and Vartan E. Ghazarossian, assignors to
Pharmasonics, Incorporated

11 September 2001„Class 604Õ22…; filed 5 September 1996

The catheter consists of a catheter body containing an oscillating
driver, an interface surface mechanically coupled to the driver, and an in-
flatable balloon deployed near the interface surface. The balloon may be an

angioplasty balloon, in which case the interface surface will deliver ultra-
sonic or other vibratory energy into a blood vessel as part of an angioplasty
or similar procedure. Alternatively, the catheter may consist of a pair of
axially spaced isolation balloons, in which case the interface surface can
deliver ultrasonic or other vibratory energy into a treatment region defined
as that being between the balloons. The energy can thus act to mix or
enhance penetration of a treatment held between the balloons in performing
a vascular treatment procedure.—DRR

6,276,212

43.35.Zc ULTRASONIC TRANSDUCER

Stephen R. W. Cooper and Neil G. Murray, Jr., assignors to TRW,
Incorporated

21 August 2001„Class 73Õ632…; filed 8 July 1999

An ultrasonic vibrating mass and diaphragm are coupled to a relatively
large mass, having sufficient inertia to reduce transmission of vibrations to
an outer housing. A layer of insulating material separates the large mass
from the housing.—IMH

6,278,218

43.35.Zc APPARATUS AND METHOD FOR TUNING
ULTRASONIC TRANSDUCERS

Ashvani K. Madan et al., assignors to Ethicon Endo-Surgery,
Incorporated

21 August 2001„Class 310Õ312…; filed 15 April 1999

High-power ultrasound sources, especially sandwich-type transducers,
and horns are tuned according to the invention by placing a threaded weight
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into a threaded bore or opening of a resonator. Depending on the desired
resonant frequency, an appropriate threaded element is selected and inserted
into the threaded bore.—IMH

6,279,378

43.35.Zc ULTRASONIC GAS ANALYZER AND
METHOD TO ANALYZE TRACE GASES

Shuh-Haw Sheenet al., assignors to The University of Chicago
28 August 2001„Class 73Õ24.01…; filed 27 October 1999

A gas sample is drawn into a cavity accessible to a pair of ultrasonic
transducers operating in transmit/receive mode. The gas is analyzed on the
basis of time of flight and amplitude information received by the receiving
transducer~s!. A gas pump acts to draw a slow steady flow of the sample gas
through the chamber. The system can determine the content of hydrogen or
exhaust gases in air.—IMH

6,013,311

43.38.Fx USING MORPHOLOGICAL CHANGES
TO MAKE PIEZOELECTRIC TRANSDUCERS

Dilip K. Chatterjee et al., assignors to Eastman Kodak Company
11 January 2000„Class 427Õ100…; filed 8 June 1998

This patent discusses a method of forming a piezoelectric material in
which thed-coefficient varies, say linearly, in one of the spatial directions.
This would be useful, for example, in creating a bender transducer using a
single piece of this material rather than using two pieces of conventional
material having opposite polarity.—WT

6,275,448

43.38.Fx PRESSURE-COMPENSATED
ACCELERATION-INSENSITIVE HYDROPHONE

Elmore Kittower and James W. Pell, Jr., assignors to L3
Communication

14 August 2001„Class 367Õ155…; filed 12 December 1977

The patent covers the design of a mass-balanced, acceleration-
canceling, dumbbell-type transducer with piezoceramic elements for use in
towed line arrays.—WT

6,278,658

43.38.Fx SELF BIASED TRANSDUCER ASSEMBLY
AND HIGH VOLTAGE DRIVE CIRCUIT

Colin W. Skinner and Qi-Chang Xu, assignors to L3
Communications Corporation

21 August 2001„Class 367Õ161…; filed 25 March 1999

A flextensional transducer features both a concave shell14 and a con-
vex shell6. Not shown are two end plates that close the front and back faces
of the combination plus an internal bulkhead that closes the interior open
faces of both shells. Both shells are set into vibration by means of two
separate, parallel stacks of PMN piezoceramic such as22. The two driver
stacks are operated 180 degrees out of phase from each other so that the

resulting shell displacements are additive. The dc bias required by the PMN
piezoceramic is configured to accomplish the 180-degree phase difference
between the two stacks and also to eliminate the need for a large, heavy,
expensive blocking capacitor to protect the power amplifier. The two shells
have slightly different resonant frequencies resulting in increased bandwidth
for the transmitting voltage response.—WT

6,279,397

43.38.Hz METHOD AND APPARATUS FOR
FOCUSING PROPAGATING WAVE PATHS OF A
PHASED ARRAY IN SPHERICALLY-BOUNDED
MATERIALS

Roger Francis Dwyer, assignor to Westinghouse Electric Company
LLC

28 August 2001„Class 73Õ606…; filed 17 November 1999

The disclosure describes an apparatus and method for focusing waves
from phased array elements onto a point within a spherical lenslike object.
The concept involves calculating the best phasing/timing for the array ele-
ments so that the resulting focus occurs within an area under the spherically
bounded workpiece. The invention is directed to applications such as non-
destructive flaw detection in nuclear reactor pressure vessels, for example.—
IMH

6,223,853

43.38.Ja LOUDSPEAKER SYSTEM
INCORPORATING ACOUSTIC WAVEGUIDE
FILTERS AND METHOD OF CONSTRUCTION

Graeme John Huonet al., Mt. Waverley, Victoria, Australia
1 May 2001„Class 181Õ145…; filed in Australia 23 December 1994

In designing vented or bandpass loudspeaker systems, lumped param-
eters are traditionally used. A vent is modeled as an acoustic mass. More
recently, vent pipe resonances have been included~usually incorrectly! but
these are assumed to be unwanted side-effects. The inventors argue that a
sufficiently sophisticated computer program can include multiple pipe reso-
nances in the predicted system response and use them as part of the design
process. This U.S. patent was issued more than five years after the filing of
its application. During that time, bandpass systems based on this design
have been demonstrated.—GLA

6,237,715

43.38.Ja SUBWOOFER ASSEMBLY

Dennis A. Tracy, Culver City, California
29 May 2001„Class 181Õ156…; filed 1 December 1998

What the author has managed to patent is the concept of a bandpass
subwoofer, ‘‘...having a curved profile shaped to substantially conform to
the wall of an aircraft fuselage.’’—GLA

6,243,475

43.38.Ja SPEAKER

Takeshi Nakamura and Yoshiaki Heinouchi, assignors to Murata
Manufacturing Company, Limited

5 June 2001„Class 381Õ190…; filed 28 May 1997

A hemispherical piezoelectric transducer14 is loaded by a small cou-
pling chamber28 which drives horn throat30. Several triangular openings
54 form the mouth of the folded horn. This compact assembly is said to be
‘‘...efficient in the low sound range and is unidirectional relative to the plane
of installation or support of the speaker.’’ If the illustration is drawn to scale,
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then the radiating area of the diaphragm is much larger than the horn throat
and about twice as large as the horn mouth. No dimensions are given, but if
we assume that a practical embodiment might be about 100 mm in diameter
and 150 mm high, then its usable low-frequency limit is probably around
250 Hz ~middle C!. Above 300 Hz or so, response should exhibit the char-
acteristic square-wave pattern of an undamped transmission line speaker.—
GLA

6,243,477

43.38.Ja AUDIO SYSTEM WITH PARTITIONED
INPUT AND OUTPUT COMPARTMENTS

Aldo M. Ruiz, Tucson, Arizona
5 June 2001„Class 381Õ351…; filed 26 May 1998

Woofer34 is mounted in chamber20, which transmits sound energy to
the outside world through vent40. The front of the woofer is loaded by
compartment22 which communicates with compartment20 through mul-
tiple pipes36. Thus far, the geometry translates into a two-chamber band-
pass system of known prior art. Tweeters28 are conventionally mounted,
but midrange speakers32 face into compartment26. ‘‘The sound emitted by

the midrange speakers enters the atmosphere through the top wall12a and
side walls 12c, 12d of the housing10.’’ The system is said to provide
‘‘enriched’’ bass response and ‘‘enhanced’’ overall response.—GLA

6,226,386

43.38.Kb MICROPHONE

Hiroshi Akino, assignor to Kabushiki Kaisha Audio-Technica
1 May 2001„Class 381Õ173…; filed in Japan 15 May 1998

Microphone element3 is shock-mounted2 within case1. Even so,
mechanical shocks will produce noise in the microphone’s output signal.

Piezoelectric sensor4 picks up mechanical vibrations, which are amplified,
processed, and mixed with the microphone output to cancel such unwanted
noise.—GLA

6,243,138

43.38.Kb CAMERA INCLUDING MEANS FOR
ACQUIRING BI-DIRECTIONAL SOUND

Richard Scott Keirsbilck, assignor to Eastman Kodak Company
5 June 2001„Class 348Õ374…; filed 4 August 1995

Miniature directional microphones can be fitted with extension tubes
to improve their performance. Known prior art also includes embedding
such a miniature microphone and extension tube within a larger object, such
as a metal plate. Ah, but suppose the larger object is a hand-held camera
with sound entry ports on front and rear surfaces? The geometry described
constitutes the novel feature of this patent.—GLA
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6,243,322

43.38.Si METHOD FOR ESTIMATING THE
DISTANCE OF AN ACOUSTIC SIGNAL

Pierre Zakarauskas, assignor to WaveMakers Research,
Incorporated

5 June 2001„Class 367Õ127…; filed 5 November 1999

In boardroom sound reinforcement systems and teleconference sys-
tems it is desirable to energize only one or two microphones at any given
time. In practice, multiple sound paths and reverberation confuse simple
gating schemes. As part of a more sophisticated approach, the system should
be able to discriminate between near and far sound sources at each micro-
phone location, even in a reverberant room. The invention attempts this feat
by electronically comparing signals from pairs of microphones and then
calculating the ‘‘...angular distribution of acoustic power.’’—GLA

6,243,471

43.38.Si METHODS AND APPARATUS FOR
SOURCE LOCATION ESTIMATION FROM
MICROPHONE-ARRAY TIME-DELAY ESTIMATES

Michael S. Brandstein et al., assignors to Brown University
Research Foundation

5 June 2001„Class 381Õ92…; filed 27 March 1995

The invention is intended primarily as a video camera steering appa-
ratus. Two pairs of microphones11a-11band11c-11dmight be located on
the wall of a conference room. Sound from, say, a roving talker is picked up
by all four microphones. Signals from each pair are processed to estimate

relative time delay and this information is used to compute the bearing line.
Using two or more such arrays, the intersection of bearing lines locates the
sound source in three dimensions. The patent also includes a simplified
weighting function which improves target accuracy in the presence of
noise.—GLA

6,275,580

43.38.Si TELECONFERENCING DEVICE HAVING
ACOUSTIC TRANSDUCERS POSITIONED
TO IMPROVE ACOUSTIC ECHO RETURN LOSS

Philip Faraci and Philip Lang, assignors to Tellabs Operations,
Incorporated

14 August 2001„Class 379Õ388…; filed 7 July 1998

A device that minimizes acoustic coupling between the microphone
and loudspeakers of a full-duplex teleconferencing system is described. A

directional microphone7 is placed at the midpoint between two oppositely
phased loudspeakers9A and9B so that the sound from the speakers destruc-
tively cancels at the microphone.—IMH

6,275,836

43.38.Si INTERPOLATION FILTER AND METHOD
FOR SWITCHING BETWEEN INTEGER AND
FRACTIONAL INTERPOLATION RATES

Jinghui Lu, assignor to Oak Technology, Incorporated
14 August 2001„Class 708Õ313…; filed 12 June 1998

This telecommunications device consists of a variable sample rate in-
terpolation filter coupled to a digital-to-analog converter. The filter accom-
modates differing input signals by varying the input sample rate as required
or by switching between integer and fractional interpolation rates on-the-fly
to produce a fixed oversampling output rate. The device is said to be able to
accept a signal at virtually any digital signal frequency up to one-half of the
analog conversion sample rate.—DRR

6,281,785

43.38.Si VIBRATION GENERATOR FOR
NOTIFICATION AND PORTABLE COMMUNICATION
DEVICE USING THE VIBRATION GENERATOR

Toshihide Hamaguchi, assignor to Sanyo Electric Company,
Limited

28 August 2001„Class 340Õ407.1…; filed in Japan 21 March 1997

This device is a ‘‘buzzer’’ to be used in portable communication de-
vices such as cell telephones and pagers. A vibration generator has a mag-
netic circuit composed of a permanent magnet, a coil, and a diaphragm
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secured to fixed member109 so as to mechanically resonate at a specific
frequency. A filter which blocks that frequency may be switched in or out.
When switched out, the buzzer operates to notify the user. When the filter is
in the circuit, an incoming speech signal is applied to the voice coil.—DRR

6,229,899

43.38.Vk METHOD AND DEVICE FOR DEVELOPING
A VIRTUAL SPEAKER DISTANT FROM THE
SOUND SOURCE

Elwood G. Norris and James J. CroftIII, assignors to American
Technology Corporation

8 May 2001„Class 381Õ77…; filed 17 July 1996

For more than 30 years inventors have experimented with the idea of
generating a virtual sound source at the intersection of two ultrasonic beams,
one of them modulated by an audio signal. More recently, parametric loud-
speakers have been demonstrated. These use a single ultrasonic transducer
whose beam is demodulated throughout a relatively large volume of air. This
patent suggests that omnidirectional surround sound sources can be pro-
duced by bouncing parametric beams off reflective room surfaces. These are
synchronized with sound from conventional, primary loudspeakers.—GLA

6,236,730

43.38.Vk FULL SOUND ENHANCEMENT USING
MULTI-INPUT SOUND SIGNALS

Brian Cowieson et al., assignors to QSound Labs, Incorporated
22 May 2001„Class 381Õ18…; filed 19 May 1997

Previously patented QSound circuitry can be used to create a virtual
sound source at almost any location relative to two stereo loudspeakers. If
one accepts this premise, then it follows that the multiple channels of a 5:1
surround sound system can be QSound-encoded into two channels and re-
created through two stereo loudspeakers. The patent describes a number of
ways in which this basic idea might be implemented.—GLA

6,239,348

43.38.Vk SOUND SYSTEM AND METHOD FOR
CREATING A SOUND EVENT BASED ON
A MODELED SOUND FIELD

Randall B. Metcalf, Cantonment, Florida
29 May 2001„Class 84Õ723…; filed 10 September 1999

During the past quarter-century a great amount of research has been
devoted to the problem of effectively recording and reproducing a three-
dimensional sound field. Numerous technical papers have been published

and a number of patents have been issued. That body of work is largely
ignored in this patent. It describes what seems to be a pure thought experi-
ment, the novelty of which is difficult to see. Yes, a sound field can theo-
retically be ‘‘modeled’’ by sensing pressure and directional components at a
great many points on an imaginary spherical surface and, yes, this process
can be reversed to recreate the field.—GLA

6,243,476

43.38.Vk METHOD AND APPARATUS FOR
PRODUCING BINAURAL AUDIO FOR A MOVING
LISTENER

William G. Gardner, assignor to Massachusetts Institute of
Technology

5 June 2001„Class 381Õ303…; filed 18 June 1997

The invention is one of many concerned with the problem of generat-
ing a realistic three-dimensional sound field from two loudspeakers. Accord-
ing to the patent. ‘‘The present invention extends the concept of three-
dimensional audio to a moving listener, allowing, in particular, for all types
of head motions~including lateral and frontback motions and head rota-
tions!. This is accomplished by tracking head position and incorporating this
parameter into an enhanced model of binaural synthesis.’’—GLA

6,281,813

43.38.Wl CIRCUIT FOR DECODING AN ANALOG
AUDIO SIGNAL

Matthias Vierthaler et al., assignors to Micronas GmbH
28 August 2001„Class 341Õ50…; filed 9 July 1999

The patent describes a circuit for decoding a Sound Intercarrier Fre-
quency ~SIF! signal using the Broadcast Television System Committee
~BTSC! standard that is prevalent in the United States for transmission of
stereo sound in television programming. An integrated circuit includes a
tuner that receives the analog audio signal and a decoder which provides the
SIF signal. A digital demodulator digitizes the SIF signal and digitally de-
modulates it to yield a digitized multichannel television sound~MTS! de-
modulated signal. A BTSC-compatible decoder decodes the demodulated
MTS signal and provides sum (L1R) and difference (L2R) audio output
signals.—DRR

6,229,762

43.38.Zp ACOUSTIC SENSOR FOR A POINT IN
SPACE

Stanley A. Fisher and Larry S. Chandler, assignors to the United
States of America as represented by the Secretary of the Navy

8 May 2001„Class 367Õ149…; filed 26 August 1996

A fiber-optic sensing arrangement is mounted in an enclosure in the
shape of a hemispherical shell or the like, which has an acoustic focus. The
sensing arrangement consists of two optical cables, one of which is exposed
to the acoustic field, and the other of which is shielded from that field so that
it serves as a reference. Coherent light is injected into the two cables and the
phase difference of the emerging light is used to detect acoustic signals at
the enclosure’s focus. The sensor is claimed to be useful for biological or
medical applications.—EEU

6,234,021

43.40.Le ENHANCED DETECTION OF VIBRATION

Kenneth R. Pietyet al., assignors to CSI Technology, Incorporated
22 May 2001„Class 73Õ592…; filed 2 February 1999

The device described in this patent is intended to detect and monitor
specific noise or vibration signals against a noisy background. Cited poten-
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tial applications include the detection of leaks in pipes, of machinery de-
fects, and of electrical arcing. The device in essence consists of a resonant
sensor tuned to the desired frequency range, coupled to an electrical filter
and automatic auto-ranging system. Potential sensors include microphones,
ultrasonic sensors, and conventional accelerometers.—EEU

6,234,022

43.40.Le BEARING RIGIDITY EVALUATION
APPARATUS

Hisakazu Tadokoro, assignor to NSK Limited
22 May 2001„Class 73Õ593…; filed in Japan 28 August 1998

The axial stiffness of a ball bearing is here determined from measure-
ment of the transmissibility from one bearing race to the other. The bearing
is mounted on a support by one of it races and that race is subjected axially
to frequency-swept excitation via a shaker. The vibrations of both races are
sensed and used to compute the corresponding transfer function. It is
claimed that the bearing stiffness obtained by this means correlates well
with data from static tests.—EEU

6,236,329

43.40.Le SLIDING VIBRATION WARNING SWITCH

Christos Kyrtsos, assignor to Meritor Heavy Vehicle Systems,
LLC

22 May 2001„Class 340Õ683…; filed 23 March 1999

This patent pertains to a micro-machined sensor that provides an indi-
cation of excessive axial vibrations of a shaft. A small mass is held against
a surface that is parallel to that of the shaft by centrifugal force and by a
resilient element. Friction and an axially acting springlike element limit the
mass’s axial motion due to axial vibration. If the axial vibration exceeds a
certain level, the axial excursion of the mass becomes large enough so that
a protrusion on it enters an opening in the aforementioned surface and thus
triggers a signal.—EEU

5,954,169

43.40.Tm ADAPTIVE TUNED VIBRATION ABSORBER,
SYSTEM UTILIZING SAME AND METHOD OF
CONTROLLING VIBRATION THEREWITH

William S. Jensen, assignor to Lord Corporation
21 September 1999„Class 188Õ378…; filed 24 October 1997

A dynamic vibration absorber is described consisting of a mass ele-
ment suspended from, or otherwise supported by, one or more flexible
plates. The resonant frequency of the absorber for either transverse or lon-
gitudinal motions of the mass element can be adjusted to match that of the
vibrating system to which it is attached by either repositioning the mass to
change the radius of gyration or statically stressing the flexible support
plates to change the effective stiffness. The device incorporates suitable
sensors, controllers, and actuators to monitor and effectuate these
changes.—WT

6,223,672

43.40.Tm ULTRASHORT FAIRINGS FOR
SUPPRESSING VORTEX-INDUCED-VIBRATION

Donald Wayne Allen and Dean Leroy Henning, assignors to Shell
Oil Company

1 May 2001„Class 114Õ243…; filed 15 November 1996

The fairings described in this patent are intended for attachment to
substantially cylindrical marine elements. A typical fairing here follows the
element’s circular profile for about 270 degrees or more, then departs from
that profile and forms a trailing edge. The length of the fairing is between

1.1 and 1.2 times the diameter of the cylindrical element. Arrangements of
such fairings with their trailing edges extending in various directions are
claimed to be able to reduce substantially the vortex-induced vibrations
resulting from flows impinging on a marine element from any direction.—
EEU

6,223,601

43.40.Yq VIBRATION WAVE DETECTING METHOD
AND VIBRATION WAVE DETECTOR

Muneo Harada and Naoki Ikeuchi, assignors to Sumitomo Metal
Industries, Limited

1 May 2001„Class 73Õ649…; filed in Japan 22 May 1998

The vibration detector described in this patent is of the resonator array
type. It consists of a number of cantilever beam elements, each having a
different length and thus a different natural frequency, attached to a base
element. A piezoresistor is installed on each beam element and these resis-
tors are connected in parallel so as to provide an output corresponding to the
sum of the vibrations of the beam elements. The resistors are placed at
locations along the lengths of the beam elements so that the output signal
from each element is set at a desired level.—EEU

6,276,209

43.40.Yq SYSTEM AND METHOD OF ASSESSING
THE STRUCTURAL PROPERTIES
OF WOODEN MEMBERS USING ULTRASOUND

Mark E. Schafer et al., assignors to Perceptron, Incorporated; the
United States of America as represented by the Secretary of
Agriculture

21 August 2001„Class 73Õ597…; filed 30 September 1999

An ultrasonic transmitter is used to transmit longitudinal and/or shear
waves in wood. A corresponding receiver analyzes the received waveforms
and makes a determination of defects or grain characteristics in the wood.
The transducers may be placed in rollers for stock processing capability.
Various configurations, including through-transmission and multi-point
sensing, are also presented.—IMH

6,224,020

43.50.Gf PAYLOAD FAIRING WITH IMPROVED
ACOUSTIC SUPPRESSION

Bruce D. Hopkins et al., assignors to Alliant Techsystems,
Incorporated

1 May 2001„Class 244Õ158 R…; filed 24 December 1998

This patent pertains to fairings that enclose payloads, such as satellites,
mounted atop a rocket launch vehicle, typically primarily to protect the
payloads from aerodynamic forces. The fairings described in this patent are
intended also to provide protection from noise during lift-off and flight.
These fairings in essence consist of a honeycomb core, generally of alumi-
num, to which fiber-resin face sheets are bonded on both sides. The stiffness
of this configuration is intended to provide noise reduction at low frequen-
cies, and the damping of the face sheets is claimed to improve noise reduc-
tion at higher frequencies.—EEU
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6,243,671

43.58.KR DEVICE AND METHOD FOR ANALYSIS
AND FILTRATION OF SOUND

Thomas Lagö, 564 34 Bankeryd, and Sven Olsson, 226 51 Lund,
both of Sweden

5 June 2001„Class 704Õ200.1…; filed in Sweden 3 July 1996

The invention might be used in speech recognition systems or acous-
tical analysis of mechanical systems. Two banks of parallel filters are used.
One might be a conventional

1
3-octave analyzer, while the other is made up

of constant-bandwidth filters. The two sets of outputs are compared using
weighting factors that may have been derived during a learning process. The
system is said to provide more accurate analysis than prior art by emulating
the human hearing mechanism.—GLA

6,278,366

43.60.Bf ADAPTIVE SOUND ACTUATED
ILLUMINATION DEVICE FOR BATTERY OPERATION

Mark W. Fletcher et al., Odessa, Florida
21 August 2001„Class 340Õ542…; filed 22 December 1999

This rather simple battery-powered device is intended to be mounted
onto existing door lock hardware. It incorporates a sound detector that turns
on a light and an optical sensor to detect any ambient light. An integrated
circuit receives the inputs of the microphone and the optical sensor and turns
on the light if sufficient ambient light is not detected. A timer automatically
turns off the light after a predetermined period of time.—DRR

6,227,036

43.60.Gk MULTIPLE MICROPHONE
PHOTOACOUSTIC LEAK DETECTION AND
LOCALIZATION SYSTEM AND METHOD

Serdar H. Yonak and David R. Dowling, assignors to The Regents
of the University of Michigan

8 May 2001„Class 73Õ40.5A…; filed 28 October 1998

Sulfur hexafloride gas is introduced into the article to be tested. A
carbon dioxide laser directed at the article’s exterior surface causes sound
pulses to be generated where the laser interacts with leaked gas. These
pulses are recorded across a broad bandwidth by multiple ultrasonic micro-
phones and the signals are compared to the background noise. If leak-related
pulses are detected, the recorded sound is processed using matched-field
processing; the sounds recorded at the microphones are reversed in time by
computer simulation to determine their origins.—EEU

6,240,051

43.60.Gk ACOUSTIC SURVEILLANCE APPARATUS
AND METHOD

Carey D. Bunks, assignor to GTE Service Corporation
29 May 2001„Class 367Õ127…; filed 4 September 1998

Suppose that a hostage is held in a large, open warehouse whose win-
dows have been painted black. One of the bad guys fires a warning shot.
Resulting vibrations in the glazing of several windows are detected by laser
interferometers or other suitable sensors. Relative time delays between the
individual signals are then used to calculate the location of the pistol at the
time the shot was fired. For this particular scenario, it seems obvious that the
method could be made to work. In real life, the acoustic excitation might be
voices or footsteps in any one of several rooms behind a gypsum board
partition. In this instance, flanking paths, reflections, structural vibrations,
and bending waves in the partition all will contribute to the vibration of the
gypsum board surface at any particular point. Geometrical reconstruction
would seem to be much more difficult than the patent suggests.—GLA

6,287,266

43.60.Qv METHOD AND APPARATUS FOR
CHARACTERIZING GASTROINTESTINAL SOUNDS

Richard H. Sandler and Hussein A. Mansy, assignors to Rush-
Presbyterian-St. Lukes Medical Center

11 September 2001„Class 600Õ593…; filed 3 April 1996

A method and apparatus for characterizing gastrointestinal sounds in-
cludes a microphone array to be positioned on a body for picking up gas-
trointestinal sound signals. The signals are digitized, and a processor estab-

lishes their spectra and duration. A characterization of the state of the gas-
trointestinal tract is made on the basis of the spectra and duration of the
sound or event.—DRR

6,259,951

43.66.Ts IMPLANTABLE COCHLEAR STIMULATOR
SYSTEM INCORPORATING COMBINATION
ELECTRODEÕTRANSDUCER

Janusz A. Kuzma and William Vanbrooks Harrison, assignors to
Advanced Bionics Corporation

10 July 2001„Class 607Õ57…; filed 14 May 1999

A hybrid cochlear implanted prothesis utilizes both the acoustic modu-
lation of the fluid within the inner ear for stimulating low-to-mid frequencies
as well as electrical stimulation of ganglion cells in the basal end of the
cochlea for the high frequencies. An acoustic modulator is included in the
electrode/transducer array. The system may also include an implantable mi-
crophone, speech processor, acoustic transducer, and coil. Electrical stimu-
lation is accomplished by inserting a short electrode array into the basal
region of the cochlea. In one embodiment, the acoustic modulator is used as
a ‘‘cochlear microphone’’ sensor to pick up fluid modulation within the
cochlea when the middle ear is functioning.—DAP

6,264,603

43.66.Ts MIDDLE EAR VIBRATION SENSOR USING
MULTIPLE TRANSDUCERS

Joel A. Kennedy, assignor to St. Croix Medical, Incorporated
24 July 2001„Class 600Õ25…; filed 7 August 1997

A middle ear implant for hearing assistance is described that uses the
vibrations of the malleus bone as an input signal sensor. Since the direction
of motion of the malleus vibrations may vary between individuals, the sys-
tem uses up to three independent transducers for sensing the vibration of the
malleus in several directions. Output signals from the transducers are com-
bined as a sum of squares of the transduced signals or a sum of filtered
transduced signals.—DAP
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6,227,054

43.72.Ar VIBRATION WAVE DETECTING METHOD
AND VIBRATION WAVE DETECTOR

Shigeru Ando et al., assignors to Sumitomo Metal Industries
Limited

8 May 2001„Class 73Õ651…; filed in Japan 26 May 1997

An array of cantilever resonators, each tuned to a particular predeter-
mined frequency, is attached to a support rod. A detector associated with
each resonator is used to determine the intensity of its response to sound.
The system is designed to provide responses in the mel or Bark scales, to
facilitate the efficient extraction of speech features.—EEU

6,266,422

43.72.Dv NOISE CANCELING METHOD AND
APPARATUS FOR THE SAME

Shigeji Ikeda, assignor to NEC Corporation
24 July 2001„Class 381Õ71.11…; filed in Japan 29 January 1997

This patent describes a method of using an adaptive filter to cancel a
background noise signal introduced into a speech signal via a microphone, a
handset, or the like. The speech signal with background noise is applied to
terminal1. A second signal from a microphone remote from the talker pro-
vides a reference signal2. The adaptive filter4 filters the noise signal and

generates the pseudo noise signal, which is fed to the subtracter5. The
coefficients of the filter are updated by use of the least mean squares algo-
rithm. The filter 12 produces a second pseudo-noise signal and an error
signal. A divider16 calculates the signal-to-noise~SNR! power ratio. A step
size circuit19 corrects, based on the extended SNR power ratio18 and from
20, a step size19 used to adaptively tune the coefficient of filter4.—HHN

6,272,460

43.72.Dv METHOD FOR IMPLEMENTING A SPEECH
VERIFICATION SYSTEM FOR USE IN A NOISY
ENVIRONMENT

Duanpei Wu et al., assignors to Sony Corporation; Sony
Electronics, Incorporated

7 August 2001„Class 704Õ226…; filed 10 September 1998

This patent describes a speech verification system for use in a noisy
environment. The system includes a noise suppressor, a pitch detector, and a
confidence determiner. The noise suppressor suppresses noise by summing a
frequency spectrum for each frame of the speech signal. The pitch detector

calculates the correlation for each frame in the utterance. The confidence
determiner evaluates the correlation values and uses the confidence mea-
sures to generate a confidence index indicating whether the utterance is or is
not speech. This system also includes a speech detector unit as shown in the
figure.—HHN

6,263,311

43.72.Fx METHOD AND SYSTEM FOR PROVIDING
SECURITY USING VOICE RECOGNITION

Robert Dildy, assignor to Advanced Micro Devices, Incorporated
17 July 2001„Class 704Õ273…; filed 11 January 1999

This building security system listens for unauthorized voices. Presum-
ably, you would have to say ‘‘Good morning’’ to the building when you
arrive for work. Any unrecognized speaker produces one alarm level and the
voices of particular unwanted people would be detected, producing a second
alarm level. Certain keywords also allow authorized users to trigger other
alarm levels or to dial 911.—DLR

6,260,017

43.72.Gy MULTIPULSE INTERPOLATIVE CODING
OF TRANSITION SPEECH FRAMES

Amitava Das and Sharath Manjunath, assignors to Qualcomm,
Incorporated

10 July 2001„Class 704Õ265…; filed 7 May 1999

One effective technique to encode speech efficiently at low bit rates is
multimode coding. Conventional multimode coders apply different modes,
or encoding–decoding algorithms, to different types of input speech frames
such as voiced, unvoiced, and silence. This patent pertains to multipulse
interpolative coding of transition speech frames between voiced and un-
voiced segments. In various embodiments, the rate of data transmission is
varied on a frame-to-frame basis from 13.2 kbs for voiced signals, 6.2 kbs
for transition signals, 2.6 kbs for unvoiced signals, to 1 kbs for silence.—
AAD

6,260,016

43.72.Ja SPEECH SYNTHESIS EMPLOYING
PROSODY TEMPLATES

Frode Holm and Kazue Hata, assignors to Matsushita Electric
Industrial Company, Limited

10 July 2001„Class 704Õ260…; filed 25 November 1998

In the quest for better text-to-speech quality, this synthesis system uses
a word stress marking arrangement which governs the generation of pro-
sodic structure. A phonetic spelling dictionary includes syllable boundaries
and assigns a word stress level~none, primary, or secondary! to each syl-
lable. A library of word prosody patterns is accessed by number of syllables
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and the syllable stress values. The current version stores only a pitch pattern
for the word, but other embodiments could include other information, such
as amplitude and duration controls.—DLR

6,262,669

43.72.Ja VOICE DIAGNOSTIC APPARATUS FOR
MAINBOARD

Sophie Leu, assignor to Hsin-Chan Lu
17 July 2001„Class 340Õ635…; filed 7 September 1999

You’ve heard of talking computers. This one gripes about its aches and
pains. Sensors and other detectors on the motherboard detect failures, such
as overheating or boot up failures. Built-in speech synthesis circuitry an-
nounces the problem using the computer’s small loudspeaker.—DLR

6,266,637

43.72.Ja PHRASE SPLICING AND VARIABLE
SUBSTITUTION USING A TRAINABLE SPEECH
SYNTHESIZER

Robert E. Donovan et al., assignors to International Business
Machines Corporation

24 July 2001„Class 704Õ258…; filed 11 September 1998

This patent describes another in a long line of techniques for combin-
ing prerecorded speech playback with true synthesis to get better quality
speech output. Here, new vocabulary may be entered into the system as
spoken words or phrases. The speech input is processed so as to recover
prosody as well as phonetic structure. The new material is used to add
pronunciation details to existing system dictionary entries or to create new
entries, as needed. Synthesis may be guided by a system of hidden Markov
models ~although the Markov states are not really hidden, are they?! A
system known as splice files provides additional information for better syn-
thesis of particular word sequences.—DLR

6,266,638

43.72.Ja VOICE QUALITY COMPENSATION
SYSTEM FOR SPEECH SYNTHESIS BASED ON
UNIT-SELECTION SPEECH DATABASE

Ioannis G. Stylianou, assignor to AT&T Corporation
24 July 2001„Class 704Õ266…; filed 30 March 1999

In the design of this speech synthesis system, the decision was made to
use as much prerecorded speech as possible in order to get the highest
quality. But then the designers had to face the problem of nonuniformity in
the pronunciations. Frames of the recorded speech are transformed into a

typical form, such as cepstral coefficients. Gaussian mixture models are then
used to choose one of multiple recordings of each word or phrase which is
closest to having predetermined ‘‘preferred’’ voice characteristics. Synthesis
segments are then prepared from the chosen recording.—DLR

6,263,051

43.72.Kb SYSTEM AND METHOD FOR VOICE
SERVICE BUREAU

Michael J. Saylor et al., assignors to Microstrategy, Incorporated
17 July 2001„Class 379Õ88.17…; filed 13 September 1999

Primarily intended for small companies that cannot afford their own
interactive telephone interface system, this voice interactive server provides
speech services for either the telephone system or the Internet. Several

speech dialog description languages are available, mostly based on the XML
language, allowing a ‘‘voice webmaster’’ to define a user protocol. Menu
and voice broadcast services are described.—DLR

6,266,617

43.72.Kb METHOD AND APPARATUS FOR AN
AUTOMATIC VEHICLE LOCATION, COLLISION
NOTIFICATION AND SYNTHETIC VOICE

Wayne W. Evans, Alpharetta, Georgia
24 July 2001„Class 701Õ301…; filed 10 June 1999

This vehicle voice module works together with a global positioning
system~GPS! receiver and can notify a fixed station, such as a dispatcher, of
the vehicle’s movements. The system comes into its own, however, in the
event of a collision. It then works like an on-line ‘‘black box,’’ relaying
vehicle location, condition, and precollision data, such as routes, speeds,
etc., to the base station. The vehicle operator may or may not be notified of
such communications.—DLR

6,266,642

43.72.Ne METHOD AND PORTABLE APPARATUS
FOR PERFORMING SPOKEN LANGUAGE
TRANSLATION

Alexander M. Franz and Keiko Horiguchi, assignors to Sony
Corporation; Sony Electronics, Incorporated

24 July 2001„Class 704Õ277…; filed 29 January 1999

This spoken language translator includes a speech recognizer, a syn-
tactic analyzer, a set of rules to transform the syntactic structure to the target
language, a target lexicon with inflection structure, and an output synthe-
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sizer. The recognition system uses syntactic and semantic consistency
checks to select among multiple hypotheses and also requests a final confir-
mation from the user before starting the translation process.—DLR

6,269,334

43.72.Ne NONGAUSSIAN DENSITY ESTIMATION
FOR THE CLASSIFICATION OF ACOUSTIC
FEATURE VECTORS IN SPEECH RECOGNITION

Sankar Basu and Charles A. Micchelli, assignors to International
Business Machines Corporation

31 July 2001„Class 704Õ256…; filed 25 June 1998

This patent introduces a new mixture of non-Gaussian statistical prob-
ability densities for modeling speech subword units, such as phonemes in a
hidden Markov model. The mixture employs a parameter by which different
types of mixture components are constructed. The functions are then used
for maximum likelihood modeling of speech data. According to the patent, a
mixture constructed by this method shows improved recognition
accuracy.—AAD

6,277,084

43.80.Ev ULTRASONIC MEDICAL DEVICE

John E. Abele and Kevin R. Heath, assignors to Boston Scientific
Corporation

21 August 2001„Class 601Õ2…; filed 31 March 1992

The patent emphasizes the use of special wires in a medical device for
conducting ultrasound energy. These wires supposedly achieve optimum
properties by means of a multiple coaxial construction. For example, in a
particular embodiment it is desirable to have an elastic core of nitonol to
conduct sonic or ultrasonic vibrations axially and a thin stiff cladding of
stainless steel in order to minimize transverse vibrations that result in loss of
energy.—DRR

6,273,864

43.80.Gx ULTRASONIC TREATMENT FOR
WOUNDS

Luiz R. Duarte and Roger J. Talish, assignors to Exogen,
Incorporated

14 August 2001„Class 601Õ2…; filed 14 February 1997

It is generally recognized that longitudinally propagating ultrasound
provides effective healing of a wound. As an update to United States Patents
4,530,360 by Duarte and 5,003,965 and 5,211,150, both by Talish and Lif-
shey, this patent by two of the same authors concentrates on a portable

device in which a transducer is deployed adjacent to the wound to promote
healing. The apparatus deals with reflections of the ultrasound by bone
tissue, skin layers, or by internally dispersed reflective media. A focusing
element is used to direct the propagation of the sound at a predetermined
angle toward the wound. The operating surface of the transducer may be
annularly shaped and placed around the wound to better direct the energy.
An optional housing and adjustable straps allow the transducer to be posi-
tioned near the wound, indenting the skin to form a cavity for the transducer,
emitting the ultrasound toward an internal surface of the wound.—DRR

6,275,447

43.80.Gx SOUND GENERATING APPARATUS, A
SOUND DETECTION APPARATUS, AN ACOUSTIC
SENSOR, AND AN ACOUSTIC LIVING BODY
MEASURING APPARATUS

Hiroshi Fukukita and Hisashi Hagiwara, assignors to Matsushita
Electric Industrial Company, Limited

14 August 2001„Class 367Õ137…; filed in Japan 18 February 1998

The apparatus is a combined sound generating and sound detection
device for parametric measurement of body tissues. The device is said to
include ‘‘a flexible substrate and a plurality of bimorphs arranged on a
surface of the flexible substrate in a direction at a predetermined interval,
each of the bimorphs having input/output terminals.’’ One wonders exactly
what materials the ‘‘bimorph cells’’ are made of. Each of the bimorphs is
described as having ‘‘a rectangular shape and its longitudinal direction is

perpendicular to the direction,’’ presumably the direction of sound propaga-
tion. The flexible substrate contains a slit between two adjacent bimorphs.
Several alternate arrangements are described. An acoustic sensor includes
the sound generating gear and the sound detection component connected to
it by a flexible substrate, which may include a cable and a connector. In
operation, a phase shift is detected between the sound signal induced by the
bimorph and a reference drive signal. The amount of phase shift indicates
the blood pressure. In summary, this is not a well-written patent.—DRR
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6,277,085

43.80.Gx SOLENOIDAL SKIN VIBRATOR
ENERGIZED BY COMPLEX ELECTRIC
WAVEFORMS

Michael P. Flynn, Ann Arbor, Michigan
21 August 2001„Class 601Õ80…; filed 9 June 1998

This device converts simple or complex electrical waveforms into cor-
responding simple or complex mechanical waveforms or vibrations that are
applied to the skin and underlying tissues for therapy or pleasure. The com-
plex waveforms may be completely random using a random electrical noise
generator or nonrandom but complex using music or speech. The vibrator

consists of an oblong hollow body having a solenoid motor mounted inside.
The solenoid is partially damped at both extremes of its stroke to mitigate
the impact within the vibrator and thereby soften the vibration. Provisions
are made to connect the vibrator to a signal generator, audio amplifier, or
other source of electrical waveforms.—DRR

6,285,630

43.80.Nd AUTO-CONTROL BIRD-EXPELLING
DEVICE

Te-Chin Jan, Taipei 110, Taiwan, Province of China
4 September 2001„Class 367Õ139…; filed in Taiwan, Province of

China, 27 March 2000

The device covered by this patent is basically an electronic scarecrow
that uses a PIR motion detector to detect specific types of birds. The detector
senses heat to determine any intrusion within a specified region and uses a
specialized signal generator to trigger a ‘‘bird-expelling’’ signal. The signal
could be, for example, the sound of a bird of prey such as a hawk, an eagle,
or a falcon. The sound of the bird of prey~i.e., a raptor! is stored in an
audio-data memory and fed into an amplifier and speaker.—DRR

6,274,963

43.80.Sh METHODS AND DEVICES FOR
CONTROLLING THE VIBRATION OF ULTRASONIC
TRANSMISSION COMPONENTS

Brian Estabrook et al., assignors to Ethicon Endo-Surgery,
Incorporated

14 August 2001„Class 310Õ316.02…; filed 28 April 1997

A phase-locked loop and frequency control loop are used to control
unwanted vibrations in an ultrasonic device, such as a handheld therapy
wand applicator. Zero current crossings are detected and harmonics other
than the desired fundamental are filtered out by applying the proper driving
signals to sections of a multi-section transducer coupled to the wand.—IMH

SOUNDINGS
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Individual acoustic variation in Belding’s ground squirrel alarm
chirps in the High Sierra Nevada (L)

Brenda McCowan and Stacie L. Hooper
Behavioral Biology Laboratory, Veterinary Medicine Teaching and Research Center, School of Veterinary
Medicine, University of California at Davis, 18830 Road 112, Tulare, California 93274

~Received 12 March 2001; revised 19 November 2001; accepted 27 November 2001!

The acoustic structure of calls within call types can vary as function of individual identity, sex, and
social group membership and is important in kin and social group recognition. Belding’s ground
squirrels~Spermophilus beldingi! produce alarm chirps that function in predator avoidance but little
is known about the acoustic variability of these alarm chirps. The purpose of this preliminary study
was to analyze the acoustic structure of alarm chirps with respect to individual differences~e.g.,
signature information! from eight Belding’s ground squirrels from four different lakes in the High
Sierra Nevada. Results demonstrate that alarm chirps are individually distinctive, and that acoustic
similarity among individuals may correspond to genetic similarity and thus dispersal patterns in this
species. These data suggest, on a preliminary basis, that the acoustic structure of calls might be used
as a bioacoustic tool for tracking individuals, dispersal, and other population dynamics in Belding’s
ground squirrels, and perhaps other vocal species. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1446048#

PACS numbers: 43.80.Ev@WA#

I. INTRODUCTION

Acoustic variation and distinctiveness is found in the
vocal communication systems of all nonhuman animal spe-
cies. The acoustic structure of calls within call types can vary
as functions of individual identity, sex, and social group
membership and is important in kin and social group recog-
nition. Many species exhibit acoustic distinctiveness in vari-
ous temporal and frequency parameters that likely provides
the acoustic basis for individual or kin recognition~Chapman
and Weary, 1990; Rebyet al., 1998a!. In addition, dialects
have been documented in many avian species~Adret, 1986;
Sorjonen, 1987! and some cetacean species~pilot whales:
Taruski, 1976, 1979; orcas: Ford and Fisher, 1983; Ford,
1991; bottlenose dolphins: McCowanet al., 1998!. Recent
studies suggest that some primate species exhibit population
and social group differences in call structure~chimpanzees:
Mitani et al., 1992; Mitani and Brandt, 1994; Marshallet al.,
1999; marmosets: Elowson and Snowdon, 1994! indicating a
possible function for social recognition and/or cohesion.
Several studies on avian species have reported dialectal dif-
ferences in the song or calls of different populations, which
are frequently consistent with differences in geographical lo-
cation ~Wright, 1996; Nelson, 1998!.

Belding’s ground squirrels~Spermophilus beldingi! are
alpine-dwelling, social animals that live in colonies of re-
lated adult females and their dependent offspring~Armitage,
1981; Boellstorff and Owings, 1995!. Sons appear to dis-
perse from the natal burrow while daughters establish bur-
row systems adjacent to or overlapping that of their moth-
er’s. Adult males establish overlapping territories with those
of the females before the breeding season and continue to
defend these territories after the breeding season has ended.

Ground squirrels are vocal animals that respond to
predators with alarm calls. These alarm calls have been vari-
ously named chatters, chats, whistles, squeals, chirps, and

trills ~Owings and Virginia, 1978; Owings and Leger, 1980;
Legeret al., 1984; Owingset al., 1986!. Whistles and chirps
are harmonically structured narrow-band calls that have a
relatively low fundamental frequency~given the body size of
members of this species! between 2.8 and 5.1 kHz. Although
the contexts and functions of ground squirrel alarm calls are
relatively well known, the extent of acoustic variation in
ground squirrel alarm vocalizations and whether such varia-
tion provides a basis for individual, kin, or group recognition
remains mostly unexplored~Hare, 1999!. The functions of
chirps and whistles in predator and territory defense suggest
that information on individual and social group identity
might be present in these calls. Thus, the purpose of this
study was to determine if the alarm chirps~whistles! of Beld-
ing’s ground squirrels contained individual signature infor-
mation that could provide the basis for individual and kin
recognition. To address this goal, this preliminary study ex-
amined the alarm chirps of eight free-ranging adult female
ground squirrels from four alpine lakes in the French Canyon
of the High Central Sierra Nevada for individual differences
and in relationship to the geographical locations of these
ground squirrel populations.

II. METHODS

A. Subjects and study site

Subjects were eight free-ranging adult female ground
squirrels. All subjects were identified as adults, determined
by body size, and as females due to the proximity of depen-
dent offspring. Subjects were recorded from four different
alpine lakes in the French Canyon region of the High Sierra
Nevada, approximately 12 miles west of Pine Creek Pack
Station near Bishop, CA in the Owens valley. The lakes on
which recordings of the eight different ground squirrels were
conducted included Moon Lake (n53), Elba Lake (n53),
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Alsace Lake (n51), and L Lake (n51). Each lake exhib-
ited rocky montane terrain with intermittent evergreen trees,
grass, and brush. Mountain passes, ranging from 0.7 to 1.8
km in distance and 152–305 m in altitude~which ranged
from 3048 to 3505 m!, separated each of the lakes.

B. Vocal recordings

One to three adult female ground squirrels from each of
the four lakes were acoustically recorded on one of four days
using an Audio-Technica AT4071 directional microphone
~frequency response to 20 kHz! and a Sony D-10 Pro DAT
Recorder~frequency response to 24 kHz!. For this prelimi-
nary study, each lake was visited only once and recordings
were conducted from 1 to 3 h ateach site. To ensure that we
recorded different individuals at each of the lakes, recordings
were conducted near the burrow systems of individuals lo-
cated at distinct locations around each lake. Each vocaliza-
tion was individually identified by observing the animals vo-
calizing during call production~recordings were conducted
within 6 m of each subject!. The context of alarm calling for
each individual was to presence of human observers as Beld-
ing’s ground squirrels from this remote region are not habitu-
ated to humans. A total of 358 vocalizations were collected
from the eight adult female ground squirrels at four alpine
lakes during the study period~Moon: 93, 105, 14 vocaliza-
tions from three individuals, respectively, Elba: 67, 43, 5
vocalizations from three individuals, respectively, Alsace: 12
vocalizations from one individual, L Lake: 19 vocalizations
from one individual!. With the exception of one individual
~Elba 3!, multiple calling bouts (n.2), which were defined
by an intersignal duration of at least 1 min, were recorded
from each individual subject.

C. Acoustic analyses

All vocal recordings were digitized onto a Micron Pen-
tium Computer using a Sound-Blaster soundcard~sampling
rate up to 44.1 kHz! and Cool Edit Pro Signal Analysis soft-
ware ~sampling rate of 44.1 kHz and using 1024-point FFT
with a Hamming filter!. Acoustic files were filtered for back-
ground noise using standard parametric filtering in Cool Edit
Pro on the Micron computer and cued for subsequent digital
analysis.

The chirps recorded from each individual were mea-
sured using a modified version of the Contour Similarity
Technique~for detailed descriptions of this technique, see
McCowan, 1995; McCowan and Reiss, 2001!. After call
digitization and measurement were completed, several sub-
sequent calculations were conducted. Several summary
acoustic variables defining various call spectral, temporal,
amplitude, and contour parameters~e.g., minimum fre-
quency, maximum frequency, mean frequency, frequency
range, duration, frequency, and location of the peak ampli-
tude! were calculated from these measurements~see Table I
for a list of analyzed parameters!.

D. Statistics

The outcomes and covariates of the statistical tests were
continuous in structure. Thus, discriminant function analysis
and fixed effects linear regression were the statistical meth-
ods of choice~Pinheiro and Bates, 2000!. Continuous vari-
ables were tested for normality. Because most variables re-
quired transformation, principal component analysis was
conducted on the raw variables. All final statistical tests were
conducted on the principal component values, which were

TABLE I. List of analyzed acoustic variables and their definitions.

Acoustic parameter Description

Coefficient of frequency modulation
McCowan and Reiss~1995!
McCowanet al. ~1998!

Calculated variable that represents the amount and magnitude of frequency modulation
across a chirp, computed by summing the absolute values of the difference between sequential
frequencies divided by 10 000.

Jitter factor
Mitani and Brandt~1994!

Calculated variable that represents a weighted measure of the amount of frequency modulation, by
calculating the sum of the absolute value of the difference between two sequential frequencies
divided by the mean frequency. The sum result is then divided by the total number of points
measured minus 1 and the final value is obtained by multiplying it by 100.

Frequency variability index
Mitani and Brandt~1994!

Calculated variable that represents the magnitude of frequency modulation across a chirp, computed
by dividing the variance in frequency by the square of the average frequency of a chirp and then
multiplying the value by 10.

Minimum frequency Lowest frequency attained by chirp, measured in Hz
Maximum frequency Highest frequency attained by chirp, measured in Hz
Mean frequency Calculated as a average frequency across chirp
Frequency range Calculated as maximum frequency minus minimum frequency
Maximum frequency/Mean frequency Calculated as maximum frequency divided by mean frequency
Mean frequency/Minimum frequency Calculated as mean frequency divided by minimum frequency
Frequency at peak amplitude Frequency at which the peak amplitude occurs in the chirp
Minimum frequency location Location of minimum frequency in chirp, given as percentage of duration
Maximum frequency location Location of maximum frequency in chirp, given as percentage of duration
Duration Temporal distance of chirp, measured in ms
Location of peak amplitude Location at which the peak amplitude occurs in the chirp, given as a % ofduration
Start slope Slope of the initial third of the chirp contour
Middle slope Slope of the middle third of the chirp contour
Finish slope Slope of the final third of the chirp contour
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tested for and confirmed normality. Covariates included in-
dividual, calling bout, and ‘‘time of day’’ of the recording.
‘‘Time of day’’ and ‘‘calling bout’’ were insignificant for all
analyses and thus removed from the models. All statistical
tests were conducted using programmable S-Plus statistical
software on a Pentium or Pentium II PC.

III. RESULTS

A. Principal components of ground squirrel chirp
vocalizations

Principal component analysis on the chirp calls of the
eight adult female Belding’s ground squirrels generated 16
statistically independent components. Eigenvalues of the first
four components met Kaiser’s criterion of 1.00. These four
components accounted for 82% of the variation in the origi-
nal data set. Factor 1 represents measures of spectral shape
~e.g., coefficient of frequency modulation, maximum fre-

quency location, and minimum frequency location! and am-
plitudinal emphasis~e.g., the frequency and location of peak
amplitude!, as well as mean frequency and minimum fre-
quency of chirps. Factor 2 represents another measure of
spectral shape including the frequency range, jitter factor,
maximum frequency/mean frequency, and the start slope of
chirps. Factor 3 represents the duration and the frequency
variability index. Factor 4 represents the middle and final
slopes as well as the mean frequency/minimum frequency of
chirps.

B. Individual differences in ground squirrel chirps

Belding’s ground squirrels showed individual distinc-
tiveness in the acoustic structure of their alarm chirps. Cross-
validation discriminant analysis revealed that each individual
could be reliably distinguished based upon the acoustic
structure of their calls~see Table II, Fig. 1!. The variables

FIG. 1. ~a! Mahalanobis distance generated from the discriminant function analysis between the alarm chirps of individual Belding’s ground squirrels.~b!
Dendrogram of Mahalanobis distance between the alarm chirps of individuals.

TABLE II. Percent correct classification from the discriminant analysis on the alarm chirps of individual Belding ground squirrelsa from four high Sierra lakes.

Individual % correct

No. of cases classified into group Comparison to random assignment~as ‘‘expected’’!

Alsace1 Elba1 Elba2 Elba3 Moon1 Moon2 Moon3 L1 TotalN Fisher’s exact p

Alsace1 83 10 0 0 1 0 0 1 0 12 13.9 ,0.0001
Elba1 54 0 25 7 1 12 1 1 0 47 33.8 ,0.0001
Elba2 51 5 7 32 3 5 8 3 0 63 32.9 ,0.0001
Elba3 80 0 0 1 4 0 0 0 0 5 19.2 ,0.0001
Moon1 45 0 15 9 1 42 25 1 0 93 57.2 ,0.0001
Moon2 64 0 12 18 0 8 67 0 0 105 90.8 ,0.0001
Moon3 79 0 1 0 1 1 0 11 0 14 14.7 ,0.0001
L1 100 0 0 0 0 0 0 0 19 19 25.9 ,0.0001

358

aAll factors in the order F1, F2, F3, F4 were entered into the discriminant function.
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that contributed most to individual distinctiveness were fac-
tors 1 and 2, although all factors were entered into the dis-
criminant function. Fixed effects linear regression confirmed
the discriminant function analyses. Factor 2 significantly dif-
fered (F7,350542.5, p,0.0001) for each pairwise compari-
son at the 0.05 level using the Bonferroni method except
Alsace1-Elba3, Alsace1-L1, Elba3-L1, Elba2-Moon2,
Moon1-Moon2. Factor 1 significantly differed (F7,350

591.3,p,0.0001) for three of the insignificant comparisons
above: Alsace1-Elba3, Alsace1-L1, Elba3-L1 and factor 4
significantly differed (F7,350530.2, p,0.0001) for the re-
maining two insignificant comparisons: Elba2-Moon2,
Moon1-Moon2.

In addition, a dendrogram generated from Mahalanobis
distances from the discriminant analysis of individuals’
alarm calls revealed that individuals from Elba Lake were
more similar acoustically to individuals at Moon Lake than
to each other, suggesting that acoustic similarity may repre-
sent a measure of genetic relatedness in this species~Fig. 1!.

IV. DISCUSSION

Our preliminary results suggest that the alarm chirp vo-
calizations of adult female Belding’s ground squirrels con-
tain individual signature information which likely provides
the basis for individual and kin recognition, as found in the
vocalizations of several avian and mammalian species
~Chapman and Weary, 1990; Rebyet al., 1998a!. It is more
likely that the acoustic differences found in this study are a
result of genetic and not social influences, although the
mechanisms underlying this acoustic variation will need to
be evaluated in subsequent studies. Despite the mecha-
nism~s!, however, it might be possible to use this acoustic
variation to track individuals and thus population dispersal
patterns in this species using a noninvasive bioacoustic tech-
nique. Application of quantitative bioacoustic techniques
might reveal subtle and important features of acoustic varia-
tion and patterns in free-ranging populations of many mam-
malian species~Reby et al., 1998b!. Therefore, we might
effectively use bioacoustics as a tool for tracking population
dispersal and dynamics, and possibly as a measure of genetic
diversity, in other more threatened and endangered mamma-
lian species, and thus in wildlife management and conserva-
tion.
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Optical and atomic force microscopies were used for investigating morphological changes of Jurkat
lymphocytes, which showed sonoporation after being exposed to a vibrating Mason horn tuned to
21.4 kHz for 2 min. The tip of the Mason horn had a diameter of 400mm and its transverse vibration
amplitude was 7.8mm. It was found that immediately after sonification, some cells became irregular
in shape but still more or less maintained their sizes, and other cells appeared to be much smaller
than their normal sizes. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1448340#

PACS numbers: 43.80.Gx, 43.35.Ei@FD#

I. INTRODUCTION

Since an ultrasound field can be focused in space as
desired, ultrasound-induced transfection, a relatively new
technique, has the potential to become an effective site-
specific in vivo tool for delivering drugs and foreign DNA
strands in gene therapy trials. In many cases, gene therapy
requires an introduction of foreign nucleic acids, most often
DNA, containing corrective genes, into target cells where
defective genes need to be corrected. However, the low per-
meability of the cell membrane results in an efficient barrier
to entry of foreign DNA. Therefore, gene therapy requires
techniques that promote the uptake and expression of foreign
DNA by cells ~transfection!. Recent in vitro studies have
shown1–6 that the cell membranes can become temporarily
‘‘open’’ to small and large molecules and then ‘‘resealed’’
when relatively low-amplitude ultrasound is applied to a cell
suspension that contains an ultrasound contrast agent. Con-
sequently, foreign molecules are trapped in the cells. This
phenomenon is called sonoporation.1,4 The acoustic pressure
amplitude threshold for generating the sonoporation was
found to be quite modest in the presence of the ultrasound
contrast agent; they were 0.12 MPa~Ref. 2! and 0.1 MPa
~Ref. 1! for 1- and 2.25-MHz ultrasound, respectively. In
contrast, the phenomenon in which a cell suffers lethal dam-
age upon exposure to a sound field and its membrane, be-
comes permanently open is called cell lysis.

Sonoporation was also observed in Jurkat lymphocytes
in a suspension exposed to a transversely vibrating Mason
horn tuned to 21.4 kHz.7 The tip of the Mason horn had a
diameter of 400mm and its transverse vibrating amplitude
was 7.8mm. It was found that the shear stress associated
with microstreaming surrounding the Mason horn tip was the
primary reason for the cell sonoporation. The threshold stress
was determined to be 1264 Pa for up to 7 min exposure
time.

Recently, Tachibanaet al.8 studied the cell-killing

mechanism of HL-60 cells exposed to low-intensity ultra-
sound in the presence of photosensitive drugs. The morphol-
ogy of HL-60 cells that had been exposed to continuous
wave ultrasound in the presence of the photosensitive drug
merocyanine 540~frequency5255 KHz and acoustic pres-
sure amplitude50.11 MPa! for 30 s was investigated using a
scanning electron microscope~SEM!. Their SEM images
showed that sonification in the presence of the photosensitive
drug merocyanine 540 induced dimple-like craters and mul-
tiple surface pores of diameters up to 2–3mm. The photo-
sensitive drug merocyanine 540 or ultrasound alone could
only cause minor surface disruption and flap-like wrinkles on
the cell surface and the disappearance of the microvilli, origi-
nally being a part of the cell surface. They concluded that the
rapid process of cell membrane porosity was the primary
reason of the cell killing.

In this study, we have used both optical and atomic force
microscopy to investigate morphological changes of Jurkat
lymphocytes after being subjected to ultrasound radiation. It
was found that immediately after sonification, some cells be-
came irregular in shape but still more or less maintained their
original sizes, and other cells appeared to be much smaller
than their normal sizes. Our results suggest cells experienc-
ing sonoporation after sonification may involve immediate
morphological changes.

II. EXPERIMENTAL METHODS

A. Sample preparation and fluorescence microscopy

Jurkat lymphocytes were incubated in a 37 °C, 5% CO2

atmosphere in 25-cm2 growth area tissue culture flasks
~Becton-Dickson, Oxnard, CA! in a solution of RPMI me-
dium 1640~GIBCOBRL, Grand Island, NY! supplemented
with 10% fetal bovine serum~FBS!. For exposures, the cells
were diluted to a concentration of 43105 cells/ml. For each
trial, 0.5 ml of the cell suspension was placed in a plastic
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culture tube of 12-mm diameter and 75-mm length~VWR
Scientific, West Chester, PA! using aseptic technique.

B. Acoustic source

The vibrator used in this experiment was a Mason horn
made in this laboratory. It consists of a stainless-steel stepped
~exponentially tapered! bar glued to a cylindrical PZT tube
transducer~3-mm thickness, 10.5-cm long, and 2.5-cm diam-
eter!. This vibrator was tuned to 21.4 kHz; at this frequency,
a transverse vibration mode was excited. The tip of the bar
had a diameter of 400mm and the total length of the metallic
bar was 17 cm. The Mason horn was driven by a Hewlett
Packard 3314A function generator~Agilent Technologies,
Palo Alto, CA! and an ENI 2100L RF power amplifier~ENI,
Rochester, NY!. The vibrating Mason horn was immersed in
a test tube containing the suspension described earlier7 and
the sample was exposed to the sound field produced by the
Mason horn for a specific time. The displacement amplitude
of the Mason horn tip was measured using a calibrated mi-
croscope and found to be 7.8mm. The shear stress produced
near the tip of the Mason horn due to acoustic streaming was
then calculated to be 12 Pa using the following equation:9

S52p3/2e0
2~r f 3h!1/2/r 0 , ~1!

whereh andr are, respectively, viscosity and density of the
liquid, e0 is the displacement amplitude of the tip of a Mason
horn of radiusr 0 , andf is frequency.

C. Optical and atomic force microscopy

Optical images were obtained using a Nikon Optiphot-2
microscope optically coupled with a CCD camera~GBC
CCD-500E, CCTV Corp., South Hackensack, NJ!. The cali-
bration was achieved using a 10-mm standard~Digital Instru-
ments, Inc., Santa Barbara, CA!. Limited by spatial resolu-
tion of the optical images, damaged cells with diameters less
than 5mm were not measured.

Atomic force microscopic~AFM! images ~5123512
pixels! were obtained using a NanoScope E AFM with a J
head~170 mm! and oxide-sharpened Si3N4 tips ~spring con-
stantk50.12 N/m! ~Digital Instruments, Inc., Santa Barbara,
CA!. The scanning speed was 0.5 line/s. In most cases the
imaging required constant adjustment of imaging forces to
compensate drifts due to softness of the cell; these drifts are
much more severe and very irregular compared with in-
solution imaging of supported membranes and mica-bound
proteins. Thus, in order to image Jurkat lymphocytes, a piece
of the 838-~mm! cover glass was silanized by coating
g-methacryl-oxypropyltrimethyl-silane~Sigma, St. Louis,
MO! on its surfaces by first dipping the clean cover glass in
a 10% silane solution in ethanol, followed by drying the
cover glass in air for 15 min. The dried cover glass was then
heated at 120 °C for 30 min. The resolution of the cell im-
aging was estimated to be about 100 nm. About 100ml of
prepared Jurkat lymphocyte suspension in phosphate-
buffered saline~PBS! solution was applied to the cover glass
and left there for 20 min. Afterwards, a fixation agent, glut-

araldehyde at 2% by weight was introduced through solution
exchange that ensured hydration of the sample in the entire
process.

Glutaraldehyde also enabled a stronger binding of the
fixed cells to the substrate. After the fixation procedure, the
specimen was further washed with PBS and the adherent
cells were imaged in PBS at room temperature.

III. EXPERIMENTAL RESULTS

Figure 1 contains two optical images: The top panel is
an image of unsonicated Jurkat lymphocytes and the bottom
one is that after 2 min sonification. Their dimensions are:
height3width53533470 mm. Obviously, the unsonicated
cells are more uniform in size and shape, while the sonicated
ones are somewhat irregular in shape and less uniform in
size. Plots of the size distribution~number of cells versus cell
diameter! for the cells shown in Fig. 1 are presented in Fig.

FIG. 1. The top panel is an image of unsonicated Jurkat lymphocytes and
the bottom one is that after 2 min sonication. Their dimensions are: height
3width5353 mm3470 mm.
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2; more than 200 cells were measured. The diameter of the
cell was estimated by the averaged value of the largest hori-
zontal and vertical dimensions of each cell.

It is quite evident that for the unsonicated cells@Fig.
2~a!#, the distribution curve of cell size peaks at 12.5 mm and
that for the sonicated cells@Fig. 2~b!# there are two peaks at
8.1 and 11.8mm, respectively.

Figure 3 shows typical results of the atomic force mi-
croscopic~AFM! study. The top 334 panels are AFM top-
view images of typical Jurkat lymphocytes and the bottom
334 panels are the cross-section images corresponding to
the cells, respectively, denoted by the top 334 panels. These
cross-section images taken along the solid lines marked in
the top 334 panels describe the relation between the height
and the linear location for the cells. The four images of the
top row ~row I! are for the unsonicated cells and those of
rows II and III are for the sonicated cells. The unsonicated
cells have smooth surfaces and the diameters of their cross
sections are relatively large. The sonicated cells have irregu-
lar surfaces and smaller cross-section diameters. The soni-
cated cells of row II are relatively larger than those of row
III. These findings were quite typical for the sonicated cells
and consistent with what was found about the two-peak di-
ameter distribution characteristics of the optical images
shown in Fig. 2. In addition, within the resolution of AFM

~100 nm!, there was no indication that pores whose dimen-
sions were greater than 100 nm existed on the membrane
surfaces.

IV. DISCUSSION

The optical and AFM microscopic images have revealed
that after sonification the overall morphology of Jurkat lym-
phocytes became irregular and some of them were severely
distorted. The fact that no pore greater than 100 nm was
observed cannot rule out the possibility that small pores
might exist on the membrane surface. It is perceivable~with-
out proof! that small pores might be the reason that sonopo-
ration occurred. Even though most cells underwent morpho-
logical change shortly after the sonification, only a small
percentage~about 10%! of them were notably sonoporated
according to the fluorescence detection.7 These results indi-
cate that cellular morphological changes may or may not be
accompanied by temporary poration that allows the incorpo-
ration of the fluorescent particles. The increase of the popu-
lation of sonoporated cells in our previous experiments7 as
the sonication exposure time increased seems to suggest that
sonoporation induced by cell morphological changes in-
creased with time. A process called pinocytosis, which in-
volves uptake of fluid-filled vesicles into cells, played a less

FIG. 2. Plots of the size distribution~number of cells versus cell diameter!.
~a! Unsonicated cells.~b! Sonicated cells. The diameter of the cell was
estimated by the averaged value of the largest horizontal and vertical dimen-
sions of each cell.

FIG. 3. Typical results of the atomic force microscope~AFM! study. The
top 334 panels are AFM top view images of typical Jurkat lymphocytes and
the bottom 334 panels are the cross-section images corresponding to the
cells, respectively, denoted by the top 334 panels. These cross-section im-
ages taken along the solid lines marked in the top 334 panels describe the
relation between the height and the linear location for the cells.
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significant role in sonoporation, as it was demonstrated in
previous experiments1–4 that no FITC-dextran entered non-
sonicated Jurkat lymphocytes.
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Measurement of the scattering of a Lamb wave
by a through hole in a plate
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Flexural waves propagating in an aluminum plate containing a circular hole are studied. In the
experiments the first antisymmetric Lamb wave modeA0 is excited selectively by a piezoelectric
transducer. The scattered field around a circular cavity is measured pointwise using a heterodyne
laser interferometer. The measurements are compared with theoretical calculations. Different
approximate analytical approaches, employing Kirchhoff and Mindlin types of plate theories to
describe the scattered field, are used. Good agreement between the experimental data and the
analytical solutions is found within the ranges of validity of the different models. Introduction of a
small imperfection, like a notch, at the boundary of the cavity changes the measured scattered field
significantly. The approach allows a fast measurement of large surfaces and might be useful for
nondestructive testing purposes, e.g., the detection of cracks at fastener holes in airplane fuselage.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1448338#

PACS numbers: 43.20.Gp, 43.20.Mv, 43.35.Cg@DEC#

I. INTRODUCTION

This paper deals with the scattering of flexural waves by
an obstacle in isotropic, homogeneous plates. These waves
can be described in three-dimensional theory as the first an-
tisymmetric modeA0 of Lamb1 waves. The plate displace-
ment associated with the wave is primarily of the bending
type. For low frequencies, i.e., when the wavelength is large
compared to the plate thickness, the propagation can be de-
scribed approximately using classical plate theory~CPT!,
taking only bending stiffness and inertia into account. For
higher frequencies, shear and rotatory inertia have to be con-
sidered according to the theory of Mindlin.2 Alternatively,
approximate theories can be derived from an asymptotic ex-
pansion of the full three-dimensional theory for different lev-
els of accuracy, as done by Niordson.3 A review of theories
describing the motion of waves in plates is given for ex-
ample by Graff.4

The scattering of flexural waves by an obstacle in a plate
has been analyzed by Pao and Chao.5 They solved the case of
a circular cavity, i.e., a hole, using Mindlin’s theory of plates,
and derived three scattered waves to fulfill the boundary con-
ditions at the hole. A similar analysis employing Kirchhoff-
type boundary conditions was done by Staudenmann,6 who
also studied the scattering at different types of circular inclu-
sions. Vemula and Norris7,8 did a similar study for thin plates
and Mindlin-type plates, using an optical theorem. Further
analytical work on the scattering of the first symmetric Lamb
mode S0 by a circular hole was reported by Pao,9 and
McKeon and Hinders,10 who also give a good review of
other papers. Finite-element methods~FEM! combined with
a wave function expansion were used by Paskaramoorthy,
Shah, and Datta11,12 to calculate the scattered field of a flex-
ural wave by a circular cavity and a crack in a plate. Their
method can be expanded to more complicated geometries,

like irregularly shaped cavities or a crack at the hole bound-
ary. Chang and Mal13 investigated the difference in the scat-
tered field of a longitudinal wave at a hole due to two cracks
at opposite sides of the hole, also using a hybrid FEM mod-
eling. A hybrid boundary element method was employed by
Cho and Rose14 to study the edge reflection and mode con-
version of the lower Lamb modes above the lowest cutoff
frequency. Wang and Ying15 used a waveform expansion to
calculate the reflection and transmission coefficients of the
two fundamental Lamb wave modesS0 andA0 , scattered by
an elastic cylinder embedded in an isotropic plate. Recently,
Valle et al.16 used FEM modeling and digital signal process-
ing to locate and size cracks in hollow isotropic cylinders by
means of guided circumferential waves. For a similar geom-
etry, nonaxisymmetric guided waves were studied by Li and
Rose17,18 experimentally and using normal-mode expansion.

However, few experimental papers on the scattering of
Lamb waves by a hole in a plate can be found. Chang and
Mal13 compared their numerical data with experimental re-
sults, using a wedge transducer to excite the first symmetric
mode S0 . Measurements were made at two points with
contact-type transducers. They achieved good qualitative
agreement between measured and calculated time series and
power spectra, but did not get an exact match. This might be
due to the large transducer size used, which has the same
order of magnitude as the wavelength at the applied frequen-
cies of about 0.5 MHz.

Malyarenko and Hinders19 experimentally studied the
scattering of theS0 mode at a through hole in a plate in the
frequency range between 1 and 2 MHz, below the cutoff
frequencies of the higher modes, to reconstruct flaws using
fan beam tomography. They used longitudinal contact trans-
ducers at various positions around the hole and analyzed the
arrival times. Though both theS0 andA0 mode were excited,
only the arrival times of theS0 mode were used, as it propa-
gates faster and is nondispersive.

Chan and Cawley20 investigated the propagation ofa!Electronic mail: fromme@imes.mavt.ethz.ch
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higher Lamb modes in an attenuative plate. Selecting the
angle of incidence of a water-coupled broadband transducer,
desired higher Lamb modes in a polyethylene plate were
excited and their group velocity and attenuation measured.
Alleyne and Cawley21 studied the reflection and transmission
of theS0 andA1 mode at a notch in a steel plate experimen-
tally, using similar transducers and comparing their results to
numerical calculations using FEM.

The geometry of the setup used in the investigation de-
scribed in this paper is not a conventional C-scan. The trans-
ducer exciting the wave is fixed in one position, while the
scattered field is measured on a grid around the hole. There-
fore, the incident wave for each measuring point is the same,
as assumed in the analytical calculations. The scattered field
can be compared with calculations using the different ap-
proximate theories mentioned above.

The first antisymmetric modeA0 is excited selectively,
working in a frequency range between 20 and 100 kHz, be-
low the cutoff frequencies of the higher Lamb modes. The
out-of-plane displacement is measured pointwise on a grid
around the hole with a heterodyne laser interferometer. At
each measuring point, a time signal of the velocity of the
plate surface is stored. Using fast Fourier transform~FFT!,
amplitude and phase of the scattered wave are extracted and
analyzed.

Small defects at the hole can be detected from a differ-
ence between experimental measurements and theoretical re-
sults for an undamaged structure. This is important for the
nondestructive testing of airplanes, an important application
of the measurement method. A common problem in aircraft
maintenance is the emergence of fatigue and corrosion
cracks at fasteners and rivet holes in the fuselage. One of the
conventionally used methods for the detection of such de-
fects is ultrasonic testing~UT!. For the large body of an
aircraft this is rather time-consuming, as the transducer has
to be moved manually across the whole inspection area. An
idea pursued by Bar-Cohen22 is the use of robotic devices to
automate this scanning procedure. In contrast to these ultra-
sonic techniques, in which the wavelengths are short com-
pared to the plate thickness, guided waves have the advan-
tage of propagating over large areas, thus omitting the
scanning process. From the measurement of the guided wave
at a few points of the surface of the structure, defects in a
large area can be detected with a fast and cost-effective
method. Rose and Soley23 showed the practical applicability
of guided waves for a variety of problems in aircraft compo-
nents, e.g., crack detection in helicopter blades. However, to
achieve a guided wave in a plate, the wavelength has to be
significantly larger than in UT, and therefore the scattered
field is less sensitive to small defects. To show the practical
applicability of the method, the scattered field at a compli-
cated geometry like a line of holes in a plate is measured and
compared with a theoretical calculation. Good agreement is
found, and a small notch introduced at one of the holes
shows a significant effect on the scattered field and can thus
be detected. Further measurements at a notched hole in a
plate are described by Fromme and Sayir.24

II. EXPERIMENTAL SETUP

A. Specimen geometry

The specimen is a 1-mm-thick aluminum plate with a
size of 1000 by 1000 mm. The large size permits a time
separation between the wave scattered at the hole and the
part scattered at the plate boundaries. The plate material is a
commercially available aluminum alloy, having a Young’s
modulus E of 6.931010 N/m2 and a densityr of 2700
kg/m3. Poisson’s ration is assumed as 0.31. One or three
holes with a radius of 10 mm are drilled through the plate.
The plate is suspended vertically to avoid static bending. A
piezoelectric disk, polarized for thickness extension mode, of
10-mm diameter and 1-mm thickness, is glued to the plate
300 mm away from the hole using a two-component epoxy
glue. To simulate a defect at the hole boundary, a fine saw
blade is used to cut a through-thickness notch of about 0.2
mm width, 2 mm length, and a blunt tip into the plate at an
anglew0 to the vertical~see Fig. 1!.

B. Excitation signal

A sinusoid multiplied by a Hanning window is chosen as
the excitation signal to achieve a short-time, narrow-band
signal with the energy concentrated around the center fre-
quencyf 0 . The signal has to be short in time to allow a time
windowing that avoids the interference of incident wave and
wave scattered at the hole and the notch from the reflection
at the plate boundaries, arriving some time later at the mea-
surement spot. The arrival times of the different pulses are
calculated from the theoretical group velocities. However,
the signal also has to have a narrow bandwidth to avoid
extensive signal distortion due to the dispersive character of
the A0 mode. A measured time signal, having a center fre-
quency of 20 kHz and 10 cycles, used in the experiments,
can be seen in Fig. 2. The signal is generated in a program-
mable function generator and then amplified to 200 V peak
to peak.

C. Transducer

When the voltage is applied to the piezoelectric trans-
ducer, the disk contracts and expands. This generates a ver-
tical force to the plate surface and excites primarily the first
antisymmetric modeA0 , as the resulting normal stress in the

FIG. 1. Experimental setup; angle around the hole measured from vertical
~direction of wave propagation!.
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plate is also antisymmetric. For the frequencies used in this
study, the energy transferred to the longitudinal modeS0 and
the shear-horizontal mode SH is negligible. As we work well
below the cutoff frequencies for the higher wave modes, only
the desired modeA0 is excited. The approach shown here is
feasible for frequencies below the cutoff frequencies, as no
selection between different modes is necessary, avoiding the
need for prescribing the wavelength at a given frequency by
an angle of incidence as in classical UT. The excited frequen-
cies of up to 100 kHz are well below the eigenfrequencies of
the piezoelectric disk, so that a linear transfer curve is
achieved. However, the amplitude of the excited wave is less
than 1mm.

D. Wave propagation

The piezoelectric disk acts as a point source for the re-
sulting flexural wave, which propagates radially outwards.
The distance between the transducer and hole of 300 mm is
large compared to the hole radius of 10 mm. Therefore, the
wavefront can be assumed to be planar when it reaches the
hole, allowing a simpler theoretical simulation. The incident
wave is scattered at the stress-free boundaries of the hole,
and a scattered wave is generated. The scattered wave con-
sists of two parts: a boundary layer close to the hole and a
part propagating radially outwards from the hole. In the vi-
cinity of the hole, incident and scattered wave overlap in
time, so that only a single pulse is visible in Fig. 2. This is
due to the length of the excitation signal and the low group
velocity of theA0 mode. The specimen size is selected large
enough that the reflections from the plate boundaries reach
the measurement area some time later. This way, as seen in
Fig. 2, a time separation between the scattered field and the
boundary reflections is achieved.

E. Measurement

The scattered field on a measurement grid around the
hole is recorded using a commercially available heterodyne
laser interferometer. The demodulator output is a voltage sig-
nal proportional to the velocity of the out-of-plane compo-
nent of the displacement of the plate surface. The measure-

ment spot is defined by the laser beam diameter, which is
well below 0.1 mm. This allows a mostly pointwise measure-
ment of variations in the scattered field, as no implicit aver-
age over a rather large surface of the measuring transducer is
made. The laser interferometer is moved parallel to the plate
on a positioning system, allowing a measurement in the vi-
cinity of the defect without disturbance. A radial grid is used,
moving the measurement spot on concentric circles around
the hole and recording a time signal every 5 deg on radii 0.5
mm apart. For the experiment with three holes, a Cartesian
grid with 2-mm step size in the horizontal and vertical direc-
tion is used. The measurements are very repeatable, with the
largest cause of variation due to an inaccurate positioning of
the laser beam relative to the hole center, which could only
be achieved with an accuracy of about 0.1 mm.

The voltage signal is bandpass filtered around the center
frequencyf 0 and averaged over 25 measurements in a digital
storage oscilloscope. The function generator triggers the os-
cilloscope, so that excitation and measurement start at the
same time. The measured time series are then transferred to
the computer for evaluation. At each point of the grid a time
series with 10 000 values is stored. A time windowing is
applied to cut off the reflections caused by the plate bound-
aries, which contain no information about the scattering at
the hole. Fast Fourier transform~FFT! is applied and the
amplitude and phase values at the center frequencyf 0 are
extracted. These values are the equivalent of the theoretical
results, derived in Sec. III, where an infinite sinusoid is as-
sumed for the incident wave. The amplitude of a typical
scattered field around a hole is shown in Fig. 3~a! in Sec. IV.

III. THEORETICAL DESCRIPTION

The scattering of a flexural wave by a circular cavity
with radiusr 0 in an isotropic, homogeneous plate is studied.
Flexural waves are the first antisymmetric modeA0 of the
Lamb waves in plates. Different approximative solutions can
be used to achieve a faster computation; see, e.g., Graff.4 The
incident wave is taken as an infinite sinusoid, planar wave
with unit amplitude, propagating in they direction, and is
given by

wi5ei ~vt2k1y!, ~1!

with out-of-plane displacementw, wave number of a propa-
gating flexural wavek1 , and angular frequencyv. The origin
of the coordinate system is chosen at the center of the hole;
cylindrical coordinates (r ,w,z) are introduced. To satisfy the
stress-free boundary conditions at the hole

s rr 5s rw5s rz50, r 5r 0, wP@2p,p#, ~2!

a scattered wave must occur. This problem was studied by
Norris and Vemula,8 and Staudenmann6 using CPT, which
takes only inertia and bending stiffness into account. CPT is
valid only at low frequencies, when the wavelength is large
compared to the plate thickness~as shown by Niordson3 us-
ing an asymptotic expansion!. Following their approach, the
scattered wave is assumed in the form of

FIG. 2. Typical measured signal: sinusoid multiplied by a Hanning window,
center frequencyf 0520 kHz, 10 cycles; dotted: measured time signal;
solid: time window to cut off boundary reflections.
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The first part describes a wave propagating outwards~Hankel
function of the second kind!, and the second part a boundary
layer around the hole~Hankel function of the first kind!. The
angular dependence is given by the sum over the cosine
functions.k2 is the wave number of the nonpropagating flex-
ural mode, and for CPTk25 i •k1 .

With this approach, the boundary conditions can only be
fulfilled in the Kirchhoff approximation

Mrr 50, Qr1
1

r 0
Mrw,w50, ~4!

satisfying a combination of vertical force and the derivative
of the twisting moment. The coefficients of the scattered
wave are calculated from the substitution of the incident and
scattered wave into the boundary conditions and the projec-
tion in tangential direction@cos(nw)#. For the numerical
evaluation, the first 30 coefficients of the scattered wave are
calculated. It is found numerically that the higher coefficients
have a negligible influence on the scattered field, as they
only describe very local oscillations and the coefficients con-
verge quickly to zero. This can also be shown using the
numerical check derived from an optical theorem by Norris
and Vemula.8

For higher frequencies, corresponding to shorter wave-
lengths, shear and rotatory inertia have to be considered.
Therefore, the theory of Mindlin2 without normal pressureq
on the plate faces is used. Following the work of Pao and
Chao,5 the boundary conditions can be fulfilled as an average
over the plate thickness with

Mrr 50, Mrw50, Qr50. ~5!

The scattered wave consists of the same flexural wave as
in Eq. ~3!, and additionally a shear wave with the two com-
ponents

c r5
1

r (
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`

~a1n~s121!Hn
~2!~k1r !1a2n~s221!

3Hn
~1!~k2r !1a3nHn
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~6!

cw5
1

r (
n50

`

~a1n~12s1!Hn
~2!~k1r !1a2n~12s2!

3Hn
~1!~k2r !2a3nHn

~1!~k3r !)sin~nw!eivt.

Evaluating the boundary conditions in polar coordinates, the
coefficients of the scattered waves are calculated.k3 is the
wave number of the shear wave;s1 ands2 give the relation
between the wave numbers, as defined in Ref. 5.

IV. COMPARISON BETWEEN EXPERIMENTS AND
THEORY

A typical measured scattered field around a hole in an
aluminum plate for an excitation with a center frequency of
100 kHz can be seen in Fig. 3~a!. The measurement is made
on a circular grid around the hole, with a signal recorded

every 5 deg on radii 0.5 mm apart. The incident wave with a
nearly plane wavefront propagates along the direction of the
positivey axis and is scattered at the hole boundary. Behind
the hole, a dark area~low amplitude! can be seen, the so-
called shadow area, where only little energy arrives. Directly
at the hole a high amplitude~light! results from the scattering
at the free surface. Further outwards a characteristic hill and
valley pattern develops due to the constructive and destruc-
tive interference of incident and scattered waves. Rather
strong amplitude variations over short distances are evident.
In the backscattered field, every half-wavelength a high and
low amplitude appears due to interference. This might pose a
problem when measuring with contact-type transducers with
a diameter about as large as the wavelength, as an implicit
average over the contact surface is made.

In Fig. 3~b! the scattered field, calculated using Mind-
lin’s theory and following Pao and Chao,5 is shown. Mea-
surement and analytical solution show good qualitative
agreement. To verify the validity of the various approxima-
tions, the scattered field around a hole is measured for dif-
ferent relations between wavelength, plate thickness, and
hole radius. The measurements on a concentric circle around
the hole are compared with analytical calculations using
classical plate theory and Mindlin’s theory.

Good quantitative agreement between both approximate
theories and experiments is found, as shown in Fig. 4, for a
center frequencyf 0 of 20 kHz. This corresponds to a wave-
length of 22 mm, 22 times the plate thickness of 1 mm and

FIG. 3. Amplitude ~normalized:Ui51! of the scattered field around the
hole; plate thickness 1 mm, hole radiusr 0510 mm, frequency f 0

5100 kHz, wavelengthl510 mm: ~a! measured;~b! Mindlin’s theory.

FIG. 4. Amplitude~normalized:Ui51! on a circle around the cavity; plate
thickness 1 mm, hole radiusr 0510 mm, radiusr 513 mm, frequencyf 0

520 kHz, wavelengthl522 mm: measured~dots!, Mindlin’s theory
~solid!, classical plate theory~dashed!.
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about as large as the hole diameter of 20 mm. The experi-
mental points, measured every 5 deg, and the curves for
Mindlin ~solid! and CPT~dashed! are normalized with the
amplitude of the incident wave. For a higher frequency of
100 kHz with a wavelength of 10 mm, a deviation between
CPT on one side and Mindlin and the experimental data on
the other side, especially in the backscattered region~around
180°!, is evident in Fig. 5. This is due to the effects of shear
and rotatory inertia having a stronger influence at shorter
wavelengths. Describing the plate according to Mindlin’s
theory leads to good agreement with the measured values.
However, the difference of CPT is still rather small, so that it
can be used as a first approximation for the case considered
here, where wavelength and hole radius are large compared
to the plate thickness.

A different case is shown in Fig. 6, with a hole radius of
5 mm and a plate thickness of 2 mm. Even for a low fre-
quency of 20 kHz, a significant, systematic difference be-
tween measurement and Mindlin’s theory on one side and
CPT on the other side is evident. This results from an addi-
tional boundary layer close to the hole due to the effect of

shear and rotatory inertia, which are neglected in CPT, but
are well described using Mindlin’s theory. Here, the wave-
length of 31 mm is large compared to both hole radius and
plate thickness. The solution using CPT can be shown by an
asymptotic expansion to be the first approximation, when
both wavelength and hole radius are large compared to the
plate thickness.

V. MEASUREMENTS AT MORE COMPLICATED
GEOMETRIES

The case of a single hole in an infinite plate is the sim-
plest case to test the accuracy and validity of the measure-
ments and analytical descriptions. However, more compli-
cated geometries are present in engineering applications,
e.g., a line of rivet holes in an aircraft fuselage. In order to be
able to detect defects in such samples, the combined scat-
tered field has to be described and measured very accurately.
A line of three holes is drilled into a plate and measurements
on a Cartesian grid are performed before and after a notch is
cut at the center hole. The measured combined scattered field
can be seen in Fig. 7~a!. At each hole, the incident wave has
a different amplitude, phase, and angle of incidence, as it
propagates radially outwards from the transducer, located
300 mm above the center hole. The chessboard-like pattern
results from the interference of the different scattered waves.
This case can be described well theoretically by a superpo-
sition of the three scattered fields at each hole according to
CPT, without considering secondary scattering@Fig. 7~b!#.
After the first measurement@Fig. 7~a!# a notch of 2-mm
length is cut through the thickness of the plate at the center
hole using a fine saw blade. The notch simulates a defect,
like a fatigue or corrosion crack at a fastener in an airplane.
The scattered field is measured again and the difference in
amplitude due to the notch is shown in Fig. 7~c!. At the free
surfaces of the notch an additional scattered wave is gener-
ated, which changes the scattered field significantly up to
about 10% in amplitude.

FIG. 5. Amplitude~normalized:Ui51! on a circle around the cavity; plate
thickness 1 mm, hole radiusr 0510 mm, radiusr 513 mm, frequencyf 0

5100 kHz, wavelengthl510 mm: measured~dots!, Mindlin’s theory
~solid!, classical plate theory~dashed!.

FIG. 6. Amplitude~normalized:Ui51! on a circle around the cavity; plate
thickness 2 mm, hole radiusr 055 mm, radiusr 56 mm, frequencyf 0

520 kHz, wavelengthl531 mm: measured~dots!, Mindlin’s theory
~solid!, classical plate theory~dashed!.

FIG. 7. Amplitude~normalized:Ui51! of the scattered field around three
holes; plate thickness 1 mm, hole radiusr 0510 mm, hole distanced0

5100 mm, resolution: Dx5Dy52 mm, frequency f 0520 kHz, l
522 mm: ~a! measured;~b! classical plate theory;~c! difference in mea-
sured amplitude due to a 2-mm through notch at the center hole (w0

5120°).
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VI. CONCLUSIONS

Guided flexural waves in an aluminum plate are gener-
ated by a piezoelectric transducer. Driven below the cutoff
frequencies of the higher wave modes, the first antisymmet-
ric modeA0 is excited selectively. The scattered field around
a hole is measured using a heterodyne laser interferometer.
Good spatial resolution of the measurement is achieved. The
scattered field is described using approximate theories,
namely classical plate theory and Mindlin’s theory of plates.
Good agreement between the measurements and analytical
calculations is found. Care has to be taken to use approxima-
tions that are valid for the selected ratio of wavelength, hole
radius, and plate thickness. The scattering at complicated ge-
ometries, like a line of holes, can be described accurately as
well. The measured scattered field at the hole changes sig-
nificantly with the presence of a notch, much smaller than
the wavelength. This allows the use of the proposed method
for the nondestructive testing of large structures. A wave
mode traveling along the structure can be excited, and its
scattering measured. From changes in the measured ampli-
tudes, the development of defects, like fatigue or corrosion
cracks in aircraft structures, can be detected. The expansion
of the theory to describe the scattered field at a hole with a
crack at the hole boundary would be an important tool to
estimate the sensitivity of this approach.
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The in-duct source can be characterized by two acoustical parameters such as the source strength
and the source impedance, which permit the prediction of radiated sound pressure or insertion loss
of the whole duct system. One-port acoustic characteristics of an in-duct source can be measured by
the multiload method using an overdetermined set of open pipes or side-branch pipes with different
lengths as applied loads. The input data, viz. load pressure and load impedance, are usually
contaminated by measurement error in the actual measurements, which result in errors in the
calculated source parameters. In this paper, the effects of the errors in the input data on the results
have been studied numerically, varying the number of loads and their impedances in order to
determine what combination of the loads will yield the best result. It is noted that, frequently, only
a set of open pipes is used when applying the multiload method to the internal combustion engine
sources. A set of pipe lengths, which cause the calculated results to be least sensitive to the input
data error, can be found when using open pipe loads. The present work is intended to produce
guidelines for preparing an appropriate load set in order to obtain accurate source properties of fluid
machines. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1451064#

PACS numbers: 43.20.Mv, 43.20.Ye, 43.50.Gf@LLT #

I. INTRODUCTION

In order to predict the acoustic performance of a ducted
silencing system, the information on the acoustic character-
istics of the source as well as that of the silencer itself should
be known. For a source located at one end of the duct, the
acoustic one-port source model can be used by assuming
plane wave propagation and a linear, time-invariant system.
The in-duct source can be characterized by the source
strength and the source impedance. In order to determine
these quantities, various direct or indirect measurement tech-
niques can be employed. For measuring the source properties
on the exhaust side of internal combustion engines, only in-
direct measurements are possible due to the high gas tem-
perature and the acidic, turbulent gas flow. Often the indirect
method which is used is the multiload method with open
pipes or side branches of different lengths as the loads.1 A
refined multiload method has been proposed to overcome the
serious instability problem of the original four-load method.2

The input data are acoustic impedance and radiated sound
pressure for each load. In actual measurements, the input
data are prone to add a certain amount of error.

In this paper, the effects of errors in the input data on the
estimated source parameters have been studied numerically,
varying the number of loads and their impedances in order to
determine what combination of the loads will yield the best
result. An error analysis is applied to each case of possible
loads, which consist of open pipes. A guideline will be given
for preparing a load set that would result in the measurement
of accurate source properties of fluid machines.

II. THEORY

A. Multiload method

The electroacoustic analogous circuit for an acoustic
source in a duct can be expressed as shown in Fig. 1, in
which the linear and time-invariant characteristics are as-
sumed. The frequency domain representation of the source–
load interaction is given by

P5PsZl /~Zl1Zs!, ~1!

wherePs andZs are the source strength and the source im-
pedance, respectively.P, V, andZl are the acoustic pressure,
the acoustic volume velocity at the source–load junction, and
the acoustic impedance of the load, respectively.

The refined multiload method1 was proposed to over-
come the instability problems of the original four-load
method developed by Prasad2 for the evaluation of the source
properties. One can modify Eq.~1! as

uPsu25uPnu2
uZn1Zsu2

uZnu2 ~n51,2,3,...,N!, ~2!

wherePn andZn denote the acoustic pressure and impedance
of thenth load, respectively, andN is the number of applied
loads. This equation deals with the energy quantity rather
than the physical parameter itself, as employed in the con-
ventional method. BecauseuPsu2 should be invariable no
matter what load is connected, an error functionF(Z) can be
derived from Eq.~2! as follows:

F~Z!5 (
m,n

H uPmu2

uZmu2
uZm1Zu22

uPnu2

uZnu2 uZn1Zu2J 2

~m,n51,2,3,...,N!. ~3!a!Electronic mail: ihih@sorak.kaist.ac.kr
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In principle, the source impedanceZs should be the value of
Z which satisfiesF(Z)50. However, because the measured
input data would always be deteriorated by small errors, in
this case, the value ofZ minimizing F is chosen approxi-
mately asZs . The impedance valueZ can be separated into
real and imaginary parts asZ5x1 iy and the necessary con-
dition for the minimumF is given by

]F~x,y!

]x
5

]F~x,y!

]y
50. ~4!

The condition of Eq.~4! implies

G~Z![ (
m,n

H uPmu4

uZmu4 uZm1Zu2~Zm1Z!2
uPmu2uPnu2

uZmu2uZnu2

3uZn1Zu2~Zm1Z!1
uPnu4

uZnu4 uZn1Zu2~Zn1Z!

2
uPmu2uPnu2

uZmu2uZnu2
uZm1Zu2~Zn1Z!J 50. ~5!

Equation~5! can be arranged into separate real and imagi-
nary parts to give a pair of nonlinear cubic equations in the
two variables of resistance and reactance. If the polar repre-
sentation of the impedances is employed in order to get the
suitable solution, one can obtain the two cubic polynomial
equations after substitutingreiu for Z, so that the angleu and
the corresponding magnituder satisfying the equations can
be found in an iterative manner. Because Eq.~5! is the nec-
essary condition forF having a minimum value, the value of
Z minimizing F among several solutions should be chosen as
the source impedanceZs . After obtaining the source imped-
ance, the source strength can be easily obtained from Eq.~1!
as

uPsu5
(
m

uPmuU Zm

Zm1Zs
U

(
m

U Zm

Zm1Zs
U2 . ~6!

B. Acoustical load

An open pipe is often used as the acoustical load
when applying the multiload method on the intake or exhaust
sides of internal combustion engines because the load imped-
ance of a uniform pipe can be accurately determined.
When the load set consists of open pipes, the transfer
matrix between inlet~1! and outlet~2! of the pipe can be
written as

H p1

U1
J 5eiMKl F cosKl iZ 0 sinKl

iZ0
21 sinKl cosKl G H p2

U2
J , ~7!

whereU is the volume velocity,l is the length of the open
pipe load,Z0 denotes the characteristic impedance, andK
5(k2 ia)/(12M2) with free-space wave numberk, attenu-
ation constanta, and flow Mach numberM.3–5 If the aero-
acoustic variables are used, the transfer matrix defined with
respect to the convective pressure and velocity is the same as
that defined in Eq.~7! for a pipe with nonviscous medium.3

The load impedanceZl is given by

Zl5
Zr1 iZ0 tanKl

11 i ~Zr /Z0!tanKl
, ~8!

where Zr denote the radiation impedance. For negligibly
small mean flow velocity,K becomes (k2 ia) and, for low
frequencies,a is negligible. Consequently, under these con-
ditions, Eq.~8! can be rewritten by considering the radiation
impedance of an unflanged open pipe as

Zl' iZ0 tan~kLeff!, ~9!

whereLeff>l10.6r andr is the radius of the pipe. Note that
the approximation ofZr' iZ0 tan(0.6kr) is employed in de-
riving Eq. ~9! and 0.6r is the end correction. Because Eq.~9!
is periodic, the following can be defined:

kLeff52pLeff /l5mp1u. ~10!

Here,m is 0 or a positive integer and 0<u,p. Pipes with
different lengths but similaru values give almost the
same load impedances. It is also noted that the variation
of the real part of the load impedance between different
loads is very small. This will make the problem ill-
conditioned and may cause large errors in the estimated
source parameters.6 Therefore, the choice of a load set which
is least sensitive to the input error is necessary for obtaining
accurate results.

III. NUMERICAL SIMULATION AND DISCUSSION

A. Preliminary investigation on the choice of loads

During the source measurement by using the multiload
method, the acousticians always want to know what combi-
nation of the load impedances will yield the best result. In
order to answer this question, three types of source imped-
ance are considered and different load sets are used for the
simulation of resultant errors in the source impedance due to
input errors.

For a priori known source parameters, the pressures at
the source–load interface for different loads can be calcu-
lated and they are utilized as the input data to perform the
subsequent simulations. The error simulation was performed
in the following way. First, the radiated pressure spectrumP̂l

was calculated by using the given source impedanceẐs

~hereafter, a variable with a caret denotesa priori given one!,
source strengthP̂s , and load impedanceẐl . Second, in order
to generate a certain amount of relative input error, random
noises with uniform distribution were added to the radiated
sound spectrum~P̃l5 P̂l1ep ; hereafter, a variable with a

FIG. 1. Electroacoustic circuit for the source model.
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tilde denotes that it is contaminated by the error! and to the
load impedances (Z̃l5Ẑl1ez). Third, the load impedance
dataZ̃l and the corresponding radiated pressure spectraP̃l ,
which are contaminated by input noise, were used in the
multiload method and the source impedanceZ̃s was ob-
tained. By comparing with thea priori given source imped-
anceẐs , the relative errores(5Z̃s2Ẑs) was calculated. The
analyzed data from 100 random error samples were averaged
in order to decrease the variation in the result caused by the
stochastic variation and the average relative errors in the
source impedance results were finally obtained. The same
source strengthP̂s was used for all calculations and the load
impedance dataẐl were normalized by the characteristic im-
pedance.

To start with, the source impedance having the same
magnitude of real and imaginary part is considered, in which
it is set asẐs /Z05111i , for an example. The first set of
loads in Fig. 2~a! is consisted of four loads that have the
same magnitude of real and imaginary parts for each load,
but the magnitude of impedance is different for four loads.
The second set of loads in Fig. 2~a! is consisted of four loads
that have quite different magnitudes of real and imaginary
parts and the magnitude of impedance is different for four
loads. The third set of loads in Fig. 2~a! again consists of
four loads that have different magnitudes of real and imagi-
nary parts. In this data set, two groups of load data exist:
each group consists of two load impedances that the magni-
tudes of real and imaginary parts of one load are the same
with the magnitudes of imaginary and real parts of another
load, respectively. It is noted that the second set of loads has
more pronounced difference in the magnitude of load imped-
ances than the third set of loads. Also, it should be mentioned

that the imaginary parts of load impedances are all positive
and their real parts are of course positive, which is natural
considering the characteristics of actual open pipe loads. Fig-
ure 2~b! shows the results of source reactance. Actually, there
exists very small difference less than about 10% between the
relative ~or percentage! errors of source resistance and reac-
tance. This small difference is owing to the fact that the real
and imaginary parts of source impedance are exactly the
same and each load set has similar trends in real and imagi-
nary parts. In this regard, the result of source resistance is
omitted here. One can find that the resultant error in source
impedance is large when the first set of loads is employed,
i.e., when the multiload method employs the loads
having nearly the same magnitudes of real and imaginary
parts, the error in the resulting source impedance will be
large. It is also found that the resultant error is irrelevant to
the types of loads when the input error is larger than about
10%.

In the foregoing case, the load impedances were in the
same phase plane. The next simulation case is for the load
sets having different signs in some involved load reactances,
but the magnitudes of real and imaginary parts are set differ-
ent, based on the suggestion from the foregoing simulation.
Two types of source impedance are considered and two dif-
ferent load sets are used for the simulation of resultant errors
in the source impedance due to input errors. The first set of
loads in Fig. 3~a! consists of four loads that have the same
absolute magnitude in imaginary part and the magnitude of
real parts are far larger than their imaginary parts. The two
loads out of four have the same positive magnitude in real
part, but the sign of the imaginary part is different from each
other. The second set of loads in Fig. 3~a! consists of four
loads that have the same positive magnitude in the real part
and the magnitudes of imaginary parts are far larger than
their real parts. The magnitudes of imaginary parts are all
different and their signs are either positive or negative. Fig-
ure 3~b! shows the result for very resistive source impedance

such as Ẑs /Z051010.1i , for an example. Except for
the case when the input error is small, which is less
than about 0.3%, the second load set produces far
accurate results in both real and imaginary parts of source
impedance. This might be due to the resistive nature of
the source impedance as well as the alternating phases in
the load set. It is quite hard to say what is the actual cause
for this consistently low error in the resultant source
impedance. Figure 3~c! can answer this question. In this case,
the source impedance with very reactive nature is employed,

i.e., Ẑs /Z050.1110i . As can be seen in Fig. 3~c!, the sec-
ond load set yields smaller error in the source impedance
again and one can think that the alternating phases in the
load set are important for yielding the accurate source im-
pedance by using the experimental multiload method. An-
other fact one can find in this figure is that the percentage
error of the source resistance is smaller than that of source
reactance when the source impedance is resistive, and vice
versa.

FIG. 2. Comparison of the error sensitivities of the resultant source imped-

ance (Ẑs /Z05111i ) to the relative input error of three types of loads.~a!
Three different load sets~four loads for each set!, ~b! calculated error sen-
sitivities.
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B. Preferred load combination

In order to find a load set that will yield accurate source
properties in the case of open pipe loads, the effects of input
errors on the calculated results have been studied numeri-
cally by using the same method in the foregoing simulations.
Here, the source impedance values that can be usually found
in actual fluid machine sources were considered. Normal-
ized, measured source resistance of practical fluid machines
is found to be usually within the range of 0–2 and the nor-
malized source reactance is in the62 range.1–3,6It should be
mentioned that, in applying the multiload method to the in-
ternal combustion engines or some of the compressors,1,6 the
negative source resistances have been measured, but the re-
sults are due to the violation of basic assumptions.7,8 Ten
evenly spaced values in each range were chosen and all pos-
sible combinations of the resistance and reactance were used

as was done forẐs in the error analysis. In the following
figures, therefore, each data point is the result obtained by
using the 100 source impedance values and 100 random er-
rors, i.e., averaging 10 000 samples.

In Fig. 4, a simulated result is shown for the effect of the
number of loads on the error sensitivity of the source imped-
ance to input error. Starting from the four loads that were
selected arbitrarily from the usual range of tube impedance
values, other loads are added one by one to the formerly
chosen loads. The normalized load resistance was selected
from the 0.1 to 0.2 range, which is a typical range of actual
pipes in length range 2–4 m at frequencies 200–800 Hz, and
the normalized load reactance from the62 range. Although
a definite improving trend in sensitivity can be observed with
an increase of the number of loads, the amount of decrease in
relative error is small for each increment in the number of
loads. However, for a 10% input error and using five loads,
the relative error in the source resistance is expected to be
about 10% smaller than is the case using four loads. The
reduction of error in reactance under the same condition is
about 5%. It seems that the improvement in source imped-
ance estimation is marginal when using more than five or six
loads. The fluctuation of data with increase of the number of
loads is within60.5% and it is thought that this is caused
from the arbitrariness in choosing the loads and the statistical
variation in the subsequent simulation.

FIG. 3. Comparison of the error sensitivities of the resultant source imped-
ance to the relative input error of two types of loads.~a! Two different load

sets ~four loads for each set!, ~b! calculated error sensitivity forẐs /Z0

51010.1i , ~c! calculated error sensitivity forẐs /Z050.1110i .

FIG. 4. Effect of the number of loads on the error sensitivity of the resultant
source impedance to the relative input error.~a! Resistance,~b! reactance.
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In Fig. 5, a comparison is given for error sensitivities of
the resultant source impedance to the relative input error in
applying different load sets. Each load set consists of three
open pipes and the load impedances are determined by using
Eqs. ~9! and ~10! varying the angleu as in Table I. For the
real part of the source impedance, the load set 1 yields a
relative error, which is smaller than that for the other load
sets. The resultant source impedance values from applying
load sets 2 and 3 are more sensitive to the input error and
each load set contains a pair of loads that have similaru
values. Load sets 1 and 4 yield far smaller error in the imagi-
nary part of the source reactance than the other load sets.
Actually the values ofu in load set 1 are distributed with a
uniform interval, while the variance in the load reactance is
largest in the case of load set 4.

Figure 6 shows the effect of the choice of loads on the
error sensitivity of the resultant source impedance to the in-
put error. Sets of load impedances are defined byn (n

51,2,...,8) and consist of the three loadsu50,p/3, np/9. In
this case, Eq.~10! can be modified as

2pLeff /l5mp1np/9. ~11!

The results forn50, 3, and 9 are omitted because these
values give a pair of loads having identical impedance val-
ues. It is observed that the imaginary part of the source im-
pedance is least sensitive to the input error for then55 case,
where the variance of the load reactance is largest of all.
Here, the ‘‘variance’’ means a squared sum of any possible
difference of two impedance values, i.e., such a sum of three
sets of samples. For example, a load combination ofu2

5p/3 andu355p/9 has a large variance because tanu3 is a
very large negative value~;`!. Figure 7 illustrates the varia-
tion of tanu3 with the change ofn. Compared to the reac-
tance case, a somewhat different trend can be seen in the
error sensitivity of the estimated source resistance, i.e., the
relative errors are smallest forn56 case, where the range of
u is distributed with a uniform interval. In order to obtain the
real part of the source impedance accurately, the load set
having uniformly distributedu is preferable. It should be
reminded that the parameteru depends on the frequency and
the optimal lengths of open pipe loads are given differently
for each frequency. If the number of load sets is restricted as
is usually practiced, the optimal load sets can be determined
from the aforementioned guidelines at the major frequency
components, viz., the fundamental firing frequency and its
harmonics in the internal combustion engines.

FIG. 5. Comparison of the error sensitivities of the resultant source imped-
ance to the relative input error in applying different load sets.~a! Resistance,
~b! reactance.

TABLE I. Four sets of open pipe loads used for the numerical simulation.

Load set no. 1 2 3 4

~u1 , u2 ,u3! ~0,p/3,2p/3! ~0,p/5,7p/9! ~0,p/9,p/3! ~0,5p/11,6p/11!
tanu ~0,1.73,

21.73!
~0,0.73,
20.84!

~0,0.36,
1.73!

~0,6.96,
26.96!

FIG. 6. A comparison of the error sensitivities of the resultant source im-
pedance to the relative input error for varying the values ofn: ~j, h! the
real part of the source impedance;~m, n! the imaginary part of the source
impedance:~—j—, —m—!, 1% relative input error;~—h—, —n—!,
10% relative input error.

FIG. 7. Graphical representation of the load. The numbers denoten value in
Eq. ~11!.
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IV. CONCLUSIONS

The effects of input error on the estimated source param-
eters have been numerically studied for the case of the mul-
tiload method, varying the number of loads and their imped-
ances in order to determine what combination of loads will
yield the best result. It was shown that the improvement in
estimating the source impedance is marginal when using
more than six or seven loads, although a definite improving
trend in error sensitivity can be observed with an increase of
the number of loads. The effect of the choice of loads was
studied with the parameteru defined for describing the im-
pedance of open pipe loads. It was found that a load set of
uniformly distributedu is preferable for accurate estimation
of the source resistance. On the other hand, a load set in
which the variance in the load reactance is large is preferable
for obtaining the source reactance with precision. In addi-
tion, it is observed that the load combination having two
different signs and nonuniform magnitude of load reactance
values are preferable for the precision of the resultant source
impedance. The results of the present study would be very
useful in choosing the appropriate length of open pipe or
side-branch loads in practical measurement situations.
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The far field of surface mounted elastic wave transducers, as used in Non-Destructive Testing
~NDT!, is analyzed in order to understand the mechanisms that determine the directivity of these
devices. To model the physical configuration, a moving distribution of normal traction, acting at the
free surface of an elastic half-space, is used. The exact field expression consists of a spatial
superposition of the elementary waves emitted by the hypothetical point sources that make up the
finite source. The current aim is to derive approximate far field expressions that are physically
instructive and numerically fast. This is achieved through a paraxial approximation of the
elementary waves and a Taylor approximation of their arrival times. The approximate expressions
thus obtained, consist of a time convolution of a paraxial wave and a transfer function. The latter
represents the influence of the source geometry. Besides elucidating the mechanisms of directivity,
the analysis renders a rule of thumb for synthesizing a source with a desired directivity pattern.
Numerical experiments show that the approximations reduce the computational effort by a factor of
1000, and that the accuracy of the approximate far field and directivity proves excellent at distances
beyond a few times the characteristic source size. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1428542#

PACS numbers: 43.20.Px, 43.20.Rz, 43.40.Le@ANN#

I. INTRODUCTION

The wave field of a finite~not infinitely small! source of
normal traction, acting on an elastic half-space, has been the
subject of many investigations, often in the context of Non-
Destructive Testing~NDT!. Much research has been focused
on deriving an approximation of the exact expression in or-
der to reduce the computational effort.1,2 To gain some physi-
cal insight into the problem, plane wave approximations3 or
a high frequency approximation4,5 may be used. Exact ana-
lytical expressions have been derived for a number of non-
moving sources, for example, a point source,6 a line segment
source,7,8 a circular source,9–12an annular source,13 or a rect-
angular source.7,8,14 Exact analytical expressions have also
been derived for a source moving with a constant
speed6,8,15,16or expanding at a constant rate.17

The exact expression for a finite source of normal trac-
tion is in general obtained as a spatial superposition of the
elementary waves emitted by the point sources that may be
thought to form the finite source. A direct numerical evalua-
tion of the resulting double integral over the source surface
has two major drawbacks. First, it offers no direct insight
into the nature of the wave field, or how properties like the
directivity depend on the source parameters or the material
parameters. Second, the numerical evaluation may be ex-
tremely time consuming. This is especially the case when

relatively high frequencies are involved, as the discretization
of the spatial integrals is linked to the time sampling, which
must be relatively fine in view of Shannon’s sampling theo-
rem.

In this paper we consider the space–time domain wave
field due to a moving distribution of normal traction, acting
on the otherwise traction free surface of an elastic half-space.
This type of source models the effect of an angle beam trans-
ducer, as frequently applied in NDT.18 For this configuration
we aim to derive approximate far field expressions that are
physically instructive and numerically fast. To achieve this,
we subsequently subject the individual point source solutions
to a paraxial approximation and an arrival time approxima-
tion. This enables us to replace the spatial superposition by a
time convolution of~1! a paraxial wave and~2! a transfer
function that represents the influence of the geometry of the
source. If the traction is uniformly distributed over the
source surface, the transfer function may often be obtained
by analytical means. In case of a nonuniformly distributed
traction, evaluation of the transfer function requires a low
cost single spatial integration.

In our analysis we will prove that the directivity of the
considered source type is largely dependent on the maximum
arrival time difference. Since this parameter depends directly
on the source geometry, this aspect of the analysis renders it
valuable for synthesis purposes, i.e., for designing a source
with a desired directivity pattern. On the other hand, our
theory implies that a measured wave field from the finite
source may be transformed into the wave field of a point

a!Electronic mail: m.c.m.bakker@ct.tudelft.nl
b!Electronic mail: m.d.verweij@its.tudelft.nl
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source by deconvolution with the transfer function. This of-
fers interesting applications in the field of signal processing
in NDT practice. Our final expressions allow a very fast
numerical evaluation of the complete space–time domain
elastic wave field. We will show that the accuracy of the
approximate far field expressions is excellent for distances
that are much larger than the dimensions of the source, while
the accuracy remains quite good at distances that are in the
order of the source dimensions.

We start in Sec. II with the description of the configura-
tion and the presentation of the exact space–time domain
expression. Section III deals with the far field approxima-
tions and leads in a natural way to our definition of the exact
transfer function. Section IV contains an approximation of
the arrival time, which we apply in Sec. V to obtain a con-
venient approximation for the transfer function. In Sec. VI
our analysis is applied to a line segment load moving within
an elliptical source domain. Here, numerical results for the
approximate wave field and the approximate directivity are
compared with those for the exact case. Next, in Sec. VII the
accuracy of the theory is related to the error in the maximum
arrival time difference. We discuss the relation between this
quantity and the directivity in Sec. VIII. Finally, in Sec. IX
we draw some conclusions.

II. CONFIGURATION AND EXACT SPACE–TIME
DOMAIN EXPRESSION

First we model the effect of an angle beam transducer
with an apertureV that is coupled to the surface of an elastic
half-space through a thin layer of lowly viscous fluid. For
this purpose we consider a homogeneous, isotropic, elastic
half-spacez>0 that is loaded with a line segmentl of nor-
mal traction, see Fig. 1.

The line load is directed parallel to they axis and moves
along thex axis with a constant speedc. At each time instant
t the length ofl is such that it exactly fits inside a fixed
source domainV with edge]V. The line load becomes ac-
tive at t50, when it has enteredV at x52a. At that instant,
it begins to move acrossV. The line becomes inactive again
at t5Tc52a/c, when it will leaveV at x5a. The traction
of this moving line segment load is given by the normal
component

Tz~x,t !5@H~ t !2H~ t2Tc!# gamp~x,y! d@x2x8~ t !#.
~1!

This models the normal component of the traction imposed
on the half-space by the transducer. Since pressure is sup-

ported by the coupling fluid, the normal traction is continu-
ous when going from the transducer to the half-space. Both
transversal components of the traction imposed on the half-
space are zero since shear is not supported by the lowly
viscous coupling fluid.18 In the x direction the position ofl
is given by the source coordinatex8(t)5ct2a. To accom-
modate local variations of the imposed traction, we have
introduced the traction amplitudegamp(x,y), with
gamp(x,y)50 for (x,y) outsideV. The source in Eq.~1!
represents a transducer emitting an impulsive wave. To
model a transducer that emits a nonimpulsive wave we
change Eq.~1! into

Tz~x,t !5g~ t ! * t $H~ t !2H~ t2Tc!# gamp~x,y!d@x2x8~ t !#%.
~2!

Here, we have introduced the source signatureg(t), with
g(t)50 for t,0. The symbol *t denotes a time convolution.
In fact, the moving line segment of normal traction described
by Eq. ~1! has broadened to a moving distribution of normal
traction in Eq.~2!.

Inside the elastic half-space, the particle velocityv
5vxix1vyiy1vziz of the generated wave field satisfies the
differential equation

~l1m!““•v1m“

2v5r] t
2v, ~3!

wherel and m are the Lame´ coefficients of the half-space
andr is its mass density. Assume that we know the space–
time domain Green’s functionGk(x,t) that renders, for each
amplitude J of a point source of normal tractionTz

5J d(t)d(x)d(y), the particle velocity asvk5J Gk . Then
the exact space–time domain expression for the particle ve-
locity due to a transducer with a normal traction as in Eq.~2!
is8

vk~x,t !5g~ t ! * tE
0

min$t,Tc%E
l (t8)

gamp~x8,y8!

3Gk~x2x8,t2t8! dy8 dt8. ~4!

Here,k denotes eitherx, y or z, andl (t8) is the line segment
at instantt8. Further,x85(x8,y8,0) indicates the position of
the points onl , while dy8 is equal todl in the chosen
reference frame. From now on we replace the upper integra-
tion limit by Tc, which is usually allowed in the far field.

III. DECOUPLED WAVES AND PARAXIAL
APPROXIMATION

A. Decoupled wave fields

First consider a point source located on the surface of
the elastic half-space. Several wavelengths away from the
surface, the wave field inside the half-space may locally be
decomposed into independently propagating plane wave con-
stituents of compression, shear and head wave type. In the
surface layer these constituents are no longer independent
due to wave coupling at the surface. However, several wave-
lengths away from the source, the wave field in this layer is
dominated by the Rayleigh wave, which may be regarded as
yet another type of wave. Consequently, it is safe to assume
that the different wave constituents generated by the finite

FIG. 1. An arbitrarily shaped, fixed source domainV with edge]V that
determines the actual length of the moving line segmentl . The fixed Car-
tesian reference frame is used to indicate the positionx5xix1yiy1ziz of a
point in the half-space.
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source are also decoupled in the far field and may be consid-
ered separately. Due to the small wavelengths commonly
employed in NDT, this already applies for relatively small
distances.

This analysis is facilitated by the Cagniard–De Hoop
method,8,19,20 which allows a unique decomposition of the
exact Green’s function according to

Gk~x,t !5Gk
P~x,t !1Gk

S~x,t !1Gk
H~x,t !. ~5!

The process to obtain the exact Green’s functionsGk
P , Gk

S ,
andGk

H is explained in the Appendix. In view of Eq.~5! the
particle velocity may be written as

vk~x,t !5vk
P~x,t !1vk

S~x,t !1vk
H~x,t !. ~6!

The superscriptsP, S, andH refer to a compression wave, a
shear wave, and a head wave, respectively. Although these
waves cannot be generated separately, we will assume that
for our purpose these may be considered independently.
Then,Gk

P is representative only for the compression waves,
Gk

S is representative only for the shear waves andGk
H is

representative only for the head waves. The results will show
that in the far field these assumptions are accurate. The Ray-
leigh waves that occur are incorporated inGk

P , Gk
S , andGk

H .
Therefore, the Rayleigh waves need not be addressed sepa-
rately. Since the remaining treatment applies to either type of
wave, from now on we will omit the superscriptsP, S, andH
and we will describe our theory for one general type of bulk
wave.

B. Paraxial approximation

For the type of wave under consideration, the particle
velocity component vk due to a point sourceTz

5J g(t)d(x8)d(y8) is

vk~x,t !5J g~ t ! * t Gk~x2x8,t !. ~7!

For each source point the length and the angle of the path to
the point of observation is different. As a result, both the
shape and the arrival time of the waves differ slightly for
different source points. In the far field, the differences be-
tween the various waves diminish and we may replace all the
waves by one paraxial waveWk

par due to a point source at a
particular positionxp5(xp,yp,0). For this position we take
the source point of the wave with the minimum arrival time.
For each type of wave the pointxp may be determined by
numerical means with little effort. Replacing in Eq.~4! the
Green’s functionGk(x2x8,t) by the paraxial Green’s func-
tion Gk(x2xp,t), we find the preliminary paraxial approxi-
mation

vk~x,t !'g~ t ! * t Gk~x2xp,t !* tE
0

TcE
l (t8)

gamp~x8,y8!

3d~ t2t8! dy8 dt8, ~8!

in which the first part is the paraxial wave

Wk
par~x,t !5g~ t ! * t Gk~x2xp,t !. ~9!

In this paper we will employ the exact paraxial Green’s func-
tion. This means that our paraxial approximationonly in-
volves the replacement ofGk(x2x8,t) by Gk(x2xp,t) and

doesnot imply a further approximation ofGk(x2xp,t). The
paraxial approximation just introduced does no longer ac-
count for the correct arrival time of the wave from an indi-
vidual point source. To improve this aspect, we introduce the
additional time delayT(x8,xp) that, for the given point of
observationx, exists between the wave from a source point
x8 and the paraxial pointxp. Doing so, we obtain the
paraxial approximation

vk~x,t !'g~ t ! * t Gk~x2xp,t !* tE
0

TcE
l (t8)

gamp~x8,y8!

3d@ t2t82T~x8,xp!# dy8 dt8. ~10!

In this approximation, the aspects that are related to the
propagation of the waves in the elastic half-space, such as
the geometrical damping, are accounted for by the paraxial
Green’s function. The aspects that are related to the geometry
of the source, in particular the difference in arrival time and
traction amplitude between the source points, is accounted
for by the double integral. This is exactly the role we have in
mind for the transfer functionM (x,t), so we define

M ~x,t !5E
0

TcE
l (t8)

gamp~x8,y8!

3d@ t2t82T~x8,xp!# dy8 dt8. ~11!

Due to the choice of the paraxial source point we have ob-
tained a causal transfer function, i.e.,M (x,t)50 for t,0.
OnceM is known for a given source, the paraxial approxi-
mation for the particle velocity in the far field is obtained as

vk~x,t !'Wk
par~x,t ! * t M ~x,t !. ~12!

Due to the occurrence of the double integral in Eq.~11!, the
evaluation of the exact functionM is time consuming. In
Sec. V we will show that this problem may be eliminated by
an appropriate transformation of the integration variables.

IV. ARRIVAL TIME ANALYSIS

A. Exact arrival times

In a given point of observationx in the half-space, the
absolute value of the difference between the arrival times of
two waves emitted from the source pointsxa5(xa,ya,0) and
xb5(xb,yb,0) is

T~xa,xb!5
ix2xai2ix2xbi

C
1

xa2xb

c
, ~13!

whereC represents the wave speed of the considered type of
wave. The path traveled by the two waves is depicted in
Fig. 2.

The second term in the right-hand side of Eq.~13! is due
to the motion of the distributed load. Without any restriction
for the analysis we may assumexa>xb, as depicted in Fig.
2. WhenT50, the two waves have the same arrival time,
which means they arefocused. By settingT in Eq. ~13! equal
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to zero, we can find the locations of all source points yield-
ing focused waves at a given arrival time and at a given point
of observation. The collection of all these source points
forms ~one or more parts of! an elliptical curve within the
source domain. The maximum value ofT, denoted asDT,
gives the time difference between the first and last arriving
waves.

B. Approximate arrival times

The analysis is facilitated by introducing spherical coor-
dinates (R,u,f) for the point of observation (x,y,z) accord-
ing to

x5R cos~f!sin~u!, ~14!

y5R sin~f!sin~u!, ~15!

z5R cos~u!, ~16!

whereR5Ax21y21z2 is the radius, 0<u<p/2 is the ver-
tical angle of observation measured from the positivez axis
and2p,f<p is the horizontal angle of observation mea-
sured from the positivex axis. Now we are able to approxi-
mate the arrival time differenceT in Eq. ~13! for largeR. By
taking the first-order Taylor approximation aroundxa50 for
the square root inix2xai and aroundxb50 for the square
root in ix2xbi , we obtain the far field approximation

T~xa,xb!'Tff~xa,xb!

5H DxF1

c
2

sin~u!cos~f!

C G2Dy
sin~u!sin~f!

C J ,

~17!

whereDx5xa2xb andDy5ya2yb. The maximum value of
Tff is denoted asDTff . By settingTff in Eq. ~17! equal to
zero, we can find the approximate locations of all source
points yielding focused waves. The elliptical curves from the
preceding section now turn out to be approximated by
straight lines that make an anglea with thex axis. This angle
satisfies

tan~a!5
Dy

Dx
5

C/c2sin~u!cos~f!

sin~u!sin~f!
. ~18!

As a special case we consider observation points in the
vertical half-planey50, z>0, in whichf50 or f5p, and
0<u<p/2. From Eq.~17! we obtain

Tff~xa,xb!55 DxF1

c
2

sin~u!

C G , f50,

DxF1

c
1

sin~u!

C G , f5p.

~19!

SettingTff50, we find straight lines that satisfyDx50 and
a56p/2, i.e., these lines run parallel to they axis. Further,
we find that all waves emitted by the source are focused if
f50 and sin(u)5C/c. If such an angleu exists, it is referred
to as the(vertical) main beam angleub. For the approximate
maximum arrival time differenceDTff we find

DTff~xa,xb!55 2aU1c 2
sin~u!

C U, f50,

2aU1c 1
sin~u!

C U, f5p,

~20!

where 2a is the maximum length of the source domain in the
x direction.

V. TRANSFER FUNCTION FOR A FINITE SOURCE

A. Exact transfer function

Suppose that we are able to find the elliptical curvel e

of all source pointsx8 that emit waves with the same time
delay t5T(x8,xp) with respect to the paraxial wave. Once
we know l e for eacht, it is easy to span the entire source
domain by a continuum of curvesl e(t). This enables us to
replace the double integration in Eq.~4!, and consequently in
Eq. ~11!, by an integration over the curves and an integration
over the time delay.2,21–23In that case Eq.~11! becomes

M ~x,t !5E
0

DT

d~ t2t!

3E
l e(t)

gamp~x8,y8!
]~y8,t8!

]~p,t!
dp dt. ~21!

In this equation, the variablesx8, y8, andt8 depend on the
new variablesp and t, wherep is used to parametrizel e.
Further,](y8,t8)/](p,t) is the Jacobian of the transforma-
tion. The upper limit of integrationDT is the time lapse
between the first and last arriving waves. The outer integra-
tion can be evaluated analytically, so we obtain

M ~x,t !5@H~ t !2H~ t2DT!#

3E
l e(t)

gamp~x8,y8!
]~y8,t8!

]~p,t!
U

t5t

dp. ~22!

Although the number of integrations has now been reduced
to one, the additional task of determining the elliptical curves
in general has to be performed by numerical means. This
considerably reduces the computational advantage of Eq.
~22! over Eq.~11!. Also, the approach reveals little about the
driving mechanisms of directivity. This can be overcome by
using the approximate curves from Sec. IV B.

FIG. 2. Two point sources emitting waves that are received atx. The hori-
zontal distancexa2xb>0 determines the difference in delay caused by the
motion of the distributed load.
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B. Approximate transfer function

The approximate curves in Sec. IV B are straight lines
l l that make an anglea with respect to thex axis. To facili-
tate the integration over the source domain, we first rotate the
coordinates (x8,y8) over the anglea to obtain the new co-
ordinates (p,q) as

p5x8 cos~a!1y8 sin~a!, ~23!

q52x8 sin~a!1y8 cos~a!. ~24!

In this way, the position alongl l is indicated byp, while the
location of such a line in the source domain is described by
q. Subsequently, we relate the locationq of l l with the time
delay t, where 0<t<DTff . Taking into account that
x8(t8)5ct82a, we find that the Jacobian of the transfor-
mation from (y8,t8) to (p,t) equals

]~y8,t8!

]~p,t!
5

]tq

c
. ~25!

Replacing in Eq.~21! the exact curvesl e by the approxi-
mate curvesl l , and employing the coordinate transforma-
tion just described, we obtain the far field approximation

M ~x,t !'M ff~x,t !5E
0

DTff

d~ t2t!

3
]tq

c E
l l (t)

gamp~x8,y8! dp dt,

~26!

where it has been used that the Jacobian does not depend on
p. Evaluating the outer integral analytically, we find the ap-
proximate far field transfer function of the finite source as

M ff~x,t !5@H~ t !2H~ t2DTff !#

3
] tq

c E
l l (t)

gamp~x8,y8! dp. ~27!

By combining Eqs.~12! and~27!, our final approximation for
the velocity in the far field is obtained as

vk~x,t !'vk
ff~x,t !5Wk

par~x,t ! * t M ff~x,t !. ~28!

VI. EXAMPLE: LOAD MOVING WITHIN AN
ELLIPTICAL SOURCE DOMAIN

As an example, we determine the approximate far field
transfer functionMff for a line segmentl moving at a con-
stant speedc and having a length determined by the width of
an elliptical source domainV, as shown in Fig. 3.

The shape of the source domain and the type of loading
are representative for an angle beam transducer on a surface,
as commonly encountered in NDT.3,8,18 For convenience we
takegamp constant insideV, although in a practical situation
it is likely that gamp is nonuniform and falls off at the
edges.24 As a consequence, the normal traction of the source
insideV is

Tz~x,t !5g~ t ! * t$@H~ t !2H~ t2Tc!# gampd~x1a2ct!%,
~29!

wherea is half the length of the elliptical domain. The load
appears atx52a and vanishes beyondx5a. The length of

the line segment att5(x1a)/c follows from

i l ~x!i52bA12
x2

a2
, ~30!

whereb is half the width of the elliptical domain. The ap-
proximate far field transfer function for this source may be
obtained analytically. With Eq.~27! we directly find

M ff~x,t !5@H~ t !2H~ t2DTff !#
] tq

c E
l l (t)

gampdp

5@H~ t !2H~ t2DTff !#
] tq

c
gampi l l~ t !i . ~31!

Evaluation of this expression involves a straightforward geo-
metrical procedure, which we demonstrate next.

A. Approximate far field transfer function for an
elliptical source domain

In terms of the coordinates (x,y), a parametrization of
the elliptical boundary]V of the source is

S x

aD 2

1S y

bD 2

51. ~32!

The two points of intersection (x1 ,y1) and (x2 ,y2) of a
straight linel l with the ellipse, see Fig. 4~a!, are

x1,25
ab

b21a2 tan2~a!
Fy0a tan~a!

b

6Ab21a2 tan2~a!2y0
2G , ~33!

y1,25x1,2tan~a!1y0 , ~34!

where y0 is the offset of the line in they direction. The
length of a line of focal source points is therefore

i l l~y0!i5A~x12x2!21~y12y2!2

5
2ab

Q
A12

y0
2cos2~a!

Q2
, ~35!

FIG. 3. A line segment loadl moving with a constant speedc within an
elliptical source domainV.
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where

Q5cos~a! Ab21a2tan2~a!. ~36!

If y056Q/cos(a) the line is tangent to the ellipse, as de-
picted in Fig. 4~a!. By changing to the coordinates (p,q)
defined in Eqs.~23! and ~24!, we rotate the reference frame
in Fig. 4~a! over an anglea, as shown in Fig. 4~b!. For q
5y0cos(a) we find that the length of the line of focal source
points is

i l l~q!i5
2ab

Q
A12

q2

Q2
, 2Q<q<Q. ~37!

Further, it is easily found that the relation betweenq andt is

q~ t !5S 2t

DTff
21D Q, 0<t<DTff , ~38!

so an integration overq runs from q(0)52Q to q(DTff)
5Q, see Fig. 4~b!. Combining Eqs.~31!, ~37!, and~38!, the
approximate far field transfer function is found as

M ff~x,t !5@H~ t !2H~ t2DTff !#

3
4ab gamp

cDTff
A12S 2t

DTff
21D 2

. ~39!

B. Further approximations and limiting cases

Suppose thatDTff has been determined for an elliptical
source domain. Then we may further approximateM ff in Eq.
~39! by the transfer function of a matching rectangular
source domain with areapab. This gives

M ff~x,t !'
pab gamp

c

H~ t !2H~ t2DTff !

DTff
. ~40!

The benefit is that the dependence ont is now much simpler
and we obtain the approximate far field velocities from Eqs.
~9! and ~28! as

vk
ff~x,t !'

pab gamp

cDTff
g~ t !* tE

0

DTff

Gk~x2xp,t2t! dt.

~41!

This implies a time averaging of the constituting waves.
In case of a caustic (DTff→0), both the transfer func-

tions in Eqs.~39! and ~40! become (pab gamp/c)d(t), and
from Eqs.~9! and ~28! we find

vk
ff~x,t !5

pab gamp

c
g~ t !* t G~x2xp,t !. ~42!

If g(t)5H(t) and Gk may be approximated by
d8(t2Rp/C)gk , where Rp5ix2xpi and gk is a constant
vector, Eq.~41! becomes

vk
ff~x,t !'

pab gamp

c

H~ t2Rp/C!2H~ t2Rp/C2DTff !

DTff
gk .

~43!

This approximation has first been proposed in a similar form
by Chinn,25 who has validated it with measurements.

C. Numerical results for the half-plane yÄ0, zÐ0

To give an impression of the performance of the paraxial
and arrival time approximations, for the current example we
present some numerical results for a practical 54° angle
beam shear wave transducer. The observation points are cho-
sen in the vertical half-planey50, z>0, where the origin of
the reference frame is chosen in the center of the elliptical
source domain that forms the transduction surface of the
transducer. The dimensions of the elliptical domain area
522.5 mm andb514 mm, the speed of the line load mov-
ing inside the elliptical domain isc54000 m/s, and the trac-
tion amplitude isgamp5100 N/m. The bulk wave speeds in
the half-space areCS53250 m/s andCP55900 m/s, and the
mass density isr57800 kg/m3. These values are represen-
tative for steel. The accompanying Rayleigh wave speed is
CR53004 m/s. The distanceR from the origin to the point of
observation is expressed in terms of the characteristic source
sizeRsrc5A(2a)21(2b)2553 mm. In most cases the result-
ing distance between the source and the points of observation

FIG. 4. ~a! A line at an anglea and with a given offsety0 intersects the
ellipse]V in two points, except if it forms a tangent of the ellipse.~b! After
rotating the reference frame through the anglea, the distance between the
two points is a function ofq and gives the lengthi l l(q)i of the interval of
integration forp. Whenq is related witht, one tangent point on the ellipse is
associated witht50 and the other one witht5DTff .
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is given a small value in comparison to traditional far field
calculations. By doing so, we wish to show the performance
of our approximations under unfavorable conditions.

The approximate maximum arrival time differenceDTff

has been given in Eq.~20! and is depicted in Fig. 5 for both
compression waves and shear waves. The figure applies to an
observation distanceR55Rsrc. For shear wavesDTff van-
ishes at the main beam angleub554.3°. When the approxi-
mate values are compared with the exact maximum arrival
time differenceDT, our approximateDTff has a relative ac-
curacy of 0.2%. At an even shorter observation distance of
R52Rsrc the relative accuracy ofDTff is still better than
0.9%.

For the next numerical results a specific source signature
g is introduced, which is shown in Fig. 6~a!. This is a typical
pulse shape that has been measured for the practical 54°
angle beam shear wave transducer. The center frequency of
the pulse is 4.52 MHz and its bandwidth is 4.25 MHz~94%
bandwidth!.

The other panels in Fig. 6 show a graphical representa-
tion of the constituents of Eq.~28! in case of a shear wave.
The vertical paraxial shear waveWz

par5g* t Gz
S(x2xp), the

approximate far field transfer functionM ff from Eq.~39!, and
the approximate vertical shear particle velocityvz

ff from Eq.
~28! are shown in Figs. 6~b!, ~c!, and~d!, respectively, for a
vertical observation angleu553° and an observation dis-
tanceR55Rsrc. Figures 6~e!, ~f!, and~g! show the equivalent
graphs for a vertical observation angleu521°. The graphs in
Figs. 6~b! and ~e! have been determined using the exact
paraxial Green’s functionGz

S ~see the Appendix!. It turns out
that the shape ofWz

par in Figs. 6~b! and~e! closely resembles
the shape of] tg. This indicates that, apart from a constant
factor,Gz

S approaches a functiond8(t2Rp/CS). Further, it is
easy to explain the shape ofvz

ff . The value ofDTff for
u553°, as plotted in Fig. 5, is quite small in comparison to
the duration of the source signature. Therefore, apart from a
constant factor,M ff approachesd(t) and, in turn,vz

ff closely
resemblesWz

par. On the other hand, the value ofDTff for
u521°, as also plotted in Fig. 5, is quite large in comparison

to the duration of the source signature. As a consequence,
M ff is a wide function, causingvz

ff to consist of two more or
less separate events. These events areDTff apart in time,
which agrees with the fact that they are produced at and near
the points of the source domain associated witht50 and t
5DTff . Note that the maximum values ofvz

ff for the cases
u521° andu553° differ three orders of magnitude.

The influence of the paraxial and arrival time approxi-
mations on the waveform is shown in Fig. 7. At the top of
this figure the approximate vertical shear particle velocityvz

ff

and the exact vertical shear particle velocityvz are given for
a vertical observation angleu521° and an observation dis-
tanceR55Rsrc. The middle and bottom parts of the figure

FIG. 5. The approximate maximum arrival time differenceDTff for com-
pression waves and shear waves, for points in the half-planey50, z>0 at
an observation distanceR55Rsrc.

FIG. 6. Numerical results for the half-planey50, z>0, an observation
distanceR55Rsrc, and a vertical observation angleu553°: ~a! the source
signatureg; ~b! the vertical paraxial shear waveWz

par; ~c! the approximate
far field transfer functionM ff ; ~d! the approximate vertical shear particle
velocity vz

ff . The plots in~e!–~g! correspond to the plots in~b!–~d!, except
that nowu521°.
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show the equivalent graphs forR510Rsrc and R520Rsrc,
respectively. The differences betweenvz

ff and vz are due
mainly to the arrival time approximation leading toM ff , i.e.,
the approximation of the elliptical curves of focal points by
straight lines. Going from the top to the bottom, the improve-
ment of the accuracy ofvz

ff for increasingR is clearly dem-
onstrated.

The top four panels of Fig. 8 show the influence of the
paraxial and arrival time approximations on the arrival times
and the spatial structure of the wave field. These panels dis-
play the relative norm of the approximate far field particle
velocity vff and the exact particle velocityv as a function of
the observation angleu and the timet. The relative norm of
a particle velocity is its magnitude for a specific combination
of u and t, divided by its maximum magnitude over all val-
ues ofu and t. The source signature isg from Fig. 6~a!. To
this end we have determined the exact particle velocity using
an implementation of the Cagniard–De Hoop technique.8 All
wave types, i.e., shear waves, compression waves, head
waves and Rayleigh waves, have been incorporated. Figure
8~a! shows the approximate result from Eqs.~9!, ~28!, and
~39!, and Fig. 8~b! shows the exact result from Eq.~4!, both
for R52Rsrc. Figures 8~d! and ~e! show the corresponding
results forR55Rsrc. Comparison of Fig. 8~a! with Fig. 8~b!

and Fig. 8~d! with Fig. 8~e! demonstrates that as far as the
arrival times are concerned, the approximations remain fairly
good even at small observation distances.

Figures 8~a! and ~d! have been determined using the
exact paraxial Green’s functionsGk

P , Gk
S , andGk

H ~see the
Appendix!. Using a PC with a Pentium 500 MHz processor,
the calculation time required for each plot is in the order of a
minute for the approximate result and a day for the exact
result, both with a relative accuracy of 1026.

The irregularities in Fig. 8~a! for the head waves around
u5645° are due to the removal of a disturbing event in the
paraxial head wave at the arrival time of the paraxial shear
wave. Here our assumption that different types of waves may
be considered separately is not valid, which is not surprising
in view of the relatively short observation distance. From the
above observations we may conclude that the far field as-
sumption of decoupled waves in Eq.~5! is more restrictive
for head waves in relation with shear waves than for the
other combinations of wave types. From Fig. 8~d! we ob-
serve that these irregularities, which now occur around
u5640°, diminish with increasing observation distance. The
splitting of the Rayleigh wave events in Figs. 8~a! and~d! is
due to the fact that major Rayleigh wave contributions come
from both Gk

P and Gk
S , which are subject to different ap-

proximations.
We define the directivity of the source as

D~R,u,f!5

E
0

`

iv~R,u,f,t !i2 dt

maxH E
0

`

iv(R,u,f,t)i2 dtJ . ~44!

The directivity is, for a given value ofR, a measure of the
energy transmitted in a specific direction~u,f!, divided by
the maximum of the energy over all directions~u,f!. In Figs.
8~c! and~f! we show polar plots ofD using both the approxi-
mate far field particle velocityvff and the exact particle ve-
locity v, for R52Rsrc andR55Rsrc, respectively. The focus-
ing of the shear waves around the main beam angleub is
clearly the dominant feature. It is further observed that our
approximations yield better predictions of the directivity
when the observation distance becomes larger.

VII. ACCURACY OF PARAXIAL AND ARRIVAL TIME
APPROXIMATIONS

In general, the paraxial approximation in Eq.~10! and
the arrival time approximation in Eq.~17! are accurate if the
observation distanceR complies with

R@Rsrc5A~2a!21~2b!2. ~45!

If this condition is not satisfied, the paraxial approximation
may not be accurate enough. In that case we can improve the
paraxial approximation by subdividing the source domain
into N subdomains, treating each subdomain as a separate
source, and adding the results.

Moreover, if Eq.~45! is not satisfied, the arrival time
approximation may give rise to unsatisfactory results. To as-
sess the effect of the error in the approximate far field arrival
time Tff , we have to compare this error with the duration

FIG. 7. Numerical results for the half-planey50, z>0 and a vertical ob-
servation angleu521°: the approximate vertical shear particle velocityvz

ff

~solid! and the exact vertical shear particle velocityvz ~dashed! for an ob-
servation distance of~top! R55Rsrc; ~middle! R510Rsrc; ~bottom! R
520Rsrc.
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DTsrc of the main feature of the source signatureg. To sim-
plify the matter, we investigate the error inDTff , which rep-
resents the worst case.

In Fig. 9~a! we have depicted an example of a polar plot
of DTff versus the horizontal observation anglef, for con-
stantR andu.

We define the(horizontal) main beam regionby the con-
dition DTsrc.DTff . An error in DTff turns out to have a
significant influence on the shape of the total wave ifDTff

'DTsrc. This occurs around the two solid lines that mark the
main beam region. At a sufficient distance from the main
beam region, the conditionDTsrc!DTff may occur. In this

FIG. 8. Numerical results for the half-planey50, z>0 and an observation distanceR52Rsrc: ~a! the relative normivffi /max$ivffi% of the approximate far
field particle velocity versus the vertical observation angleu and the timet; ~b! the relative normivi/imax$ivi% of the exact particle velocity vsu and t; ~c!
the directivityD vs u. The plots in~d!–~f! correspond to the plots in~a!–~c!, except that nowR55Rsrc.
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case, the elementary waves emitted by all source points av-
erage out, except those from the source areas near the points
associated witht50 and t5DTff , see Fig. 6~g!. This may
most clearly be seen from Eq.~41!. Because in the far field
approximation these points always lie on the boundary of the
source domain, their combined contribution to the wave field
is referred to asedge diffractionand the corresponding
events are referred to asedge waves. The influence of the
error inDTff on the total wave shape is negligible not only if
DTsrc@DTff , as in Fig. 6~d!, but also ifDTsrc!DTff , as in
Fig. 6~g!, since in both cases it makes little difference how
largeDTff exactly is. The approximationsTff andDTff thus
remain sufficiently accurate if

DTsrc@DTff or DTsrc!DTff . ~46!

VIII. RULES OF THUMB FOR WAVE FIELD AND
DIRECTIVITY

In this section we give a few rules of thumb that relate
the size, shape and traction amplitude of a transducer to
clearly observable trends in the spatial wave field and the
directivity.

A. Influence of shape and size of source domain

Here we discuss the influence of the shape and size of a
transducer while assuming a constant traction amplitude
gamp. Further, we assume that the transfer functionM is ap-
proximated by a constant function as in Eq.~40!. The shape
and size of the source domainV directly determine the be-
havior of DTff as a function of the angles of observationu
and f. Based on the reciprocal relation betweenvk

ff and
DTff , see for example Eq.~43!, we already may infer the
approximate directivity characteristics of the wave field from
the behavior ofDTff . In Fig. 9~a! the main beam region is
determined by the horizontal anglesf where the dotted
circle is further away from the origin than the solid curve. On
the other hand, relatively little energy is expected for angles
f where the opposite occurs. It therefore seems that the task
of synthesizing a source with a desired directivity may be
replaced by the task of finding a source with a desired be-
havior of DTff as a function of the angles of observation.
With this graphical interpretation of the directivity, we may
immediately observe the most significant changes in the
main beam region when the timeDTsrc is varied, i.e., when
we vary the source signatureg. If in Fig. 9~a! DTsrc

increases/decreases, the radius of the dotted circle will
increase/decrease and the energy in the main beam region
will be dispersed over a larger/smaller sector.

If we haveDTsrc5DTa!DTff for all observation angles,
as depicted in Fig. 9~b!, the wave field in all directions will
be dominated by edge diffraction. The energy in the dif-
fracted wave field is usually small. If we haveDTsrc5DTb

@DTff for all angles of observation, as also depicted in Fig.
9~b!, the finite size of the source will not impose any signifi-
cant directivity to the wave field. In this case, the directivity
of the finite source degenerates to the directivity of a single
point source. This agrees with the fact that the characteristic
wavelengthl5CDTsrc will be much larger than the dimen-
sions of the finite source.

B. Influence of traction amplitude

Here we discuss the influence of the traction amplitude
gamp while assuming a fixed shape and size of the source
domainV. Spatial variations in the traction amplitude cause
additional observable features of the wave field. The ampli-
tudes of these features tend to be larger when the variations
are stronger. This is most obvious for the case of a uniform
traction amplitude, in which case almost all significant waves
seem to originate at the edges of the source domain, i.e.,
where the traction amplitude abruptly jumps to zero.
Smoothing the traction amplitude near the edges will sup-
press these waves. An appropriately chosen, varying traction
amplitude may improve the directivity characteristics of a
transducer by suppressing the unwanted waves.24 In prin-

FIG. 9. The approximate maximum arrival time differenceDTff as function
of the horizontal observation anglef, for constantR andu: ~a! the direc-
tivity changes considerably ifDTff ~solid curve! varies greatly around the
duration DTsrc ~dotted circle! of the source signature;~b! no significant
directivity changes are observed ifDTff is much larger thanDTsrc (DTsrc

5DTa) or much smaller thanDTsrc (DTsrc5DTb).
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ciple, the traction amplitude may be both positive~pressure!
and negative~tension!. A source which average traction am-
plitude equals zero~e.g., a dipole! has a different directivity
and in most directions a smaller far field than a source of
pure pressure or pure tension. This may be deduced from
Eq. ~27!.

IX. CONCLUSIONS

A paraxial approximation and an arrival time approxi-
mation have successfully been applied to obtain approximate
expressions for the far field of a finite source that consists of
a moving distribution of normal traction. As a result, conve-
nient far field approximations of the wave field have been
obtained, in which the effect of the finite size of the source is
represented by a transfer function. The determination of this
transfer function involves only basic geometry. A simple ap-
proximation of the transfer function shows that the charac-
teristic features of the directivity pattern depend on the maxi-
mum approximate arrival time differenceDTff . This has led
to a rule of thumb for synthesizing a source with a desired
directivity pattern. The computational effort to evaluate the
approximate wave field and directivity is 1000 times less
than for the exact solution. The data scans produced for ap-
proximate wave fields prove to be quite accurate when these
are compared with the exact wave fields. The approximations
for the directivity curves are also quite accurate. The accu-
racy of the approximations improves when the observation
distance becomes larger, and it is excellent if the observation
distance is at least a few times the characteristic size of the
source. Although the analysis is demonstrated for a normal
load moving within an elliptical source domain, it may be
easily adapted to other source domains and/or types of
loading.
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APPENDIX: EXACT GREEN’S FUNCTIONS

A point source of normal traction acting on a homoge-
neous, isotropic elastic half-space excites in this half-space a
compression wave and a vertical shear wave. In the temporal
Laplace domain, the exact Green’s functions for the velocity
components of these waves are8

Ĝk
P~x,s!52

s2

4p2m
E

2`

` E
2`

` N k
P

R
3exp@2s~hz1 iax1 iby!# da db, ~A1!

Ĝk
SV~x,s!52

s2

4p2m
E

2`

` E
2`

` N k
SV

R
3exp@2s~zz1 iax1 iby!# da db. ~A2!

The superscriptsP andSVrefer to the compression wave and
the vertical shear wave, respectively. The symbols denotes
the parameter of the one-sided Laplace transformation, and

m is one of the Lame´ coefficients of the elastic half-space.
The components ofN k

P andN k
SV are

N x
P52@2z22~CS!22# ia, ~A3!

N y
P52@2z22~CS!22# ib, ~A4!

N z
P52@2z22~CS!22#h, ~A5!

and

N x
S52hz ia, ~A6!

N y
S52hz ib, ~A7!

N z
S52h~a21b2!, ~A8!

andR denotes the Rayleigh denominator

R5@2z22~CS!22#224hz~a21b2!. ~A9!

In the equations aboveh andz are the vertical propagation
coefficients of the compression wave and the shear wave,
and are given by

h5Aa21b21~CP!22, ~A10!

z5Aa21b21~CS!22. ~A11!

The symbolsCP andCS denote the velocity of the compres-
sion wave and the shear wave.

The exact time domain counterparts of Eqs.~A1! and
~A2! may be obtained with the aid of the Cagniard–De Hoop
method.8,19,20This involves an integration over the so-called
Cagniard contour in the complex slowness plane. For the
compression wave, the Cagniard contour consists of a single
branch of a hyperbola, and integration over this contour
leads to the time domain result forGk

P . For the shear wave,
the situation may occur in which the Cagniard contour con-
sists of two parts. One part is always present and consists of
a single branch of a hyperbola, and the other part is condi-
tionally present and consists of a detour around a branch cut.
Integration over the hyperbolic part of the contour yields the
time domain result for the body wave part ofGk

SV, which we
denote byGk

S , while integration over the detour part of the
contour yields the time domain result for the head wave part
of Gk

SV, which we denote byGk
H .
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Free rotational aerophones such as the bullroarer, which consists of a wooden slat whirled around
on the end of a string, and which emits a loud pulsating roar, have been used in many ancient and
traditional societies for ceremonial purposes. This article presents an experimental and theoretical
investigation of this instrument. The aerodynamics of rotational behavior is elucidated, and relates
slat rotation frequency to slat width and velocity through the air. Analysis shows that sound
production is due to generation of an oscillating-rotating dipole across the slat, the role of the
vortices shed by the slat being relatively minor. Apparent discrepancies between the behavior of a
bullroarer slat and a slat mounted on an axle in a wind tunnel are shown to be due to viscous friction
in the bearings of the wind-tunnel experiment. ©2002 Acoustical Society of America.
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I. INTRODUCTION

The device generally called a ‘‘bullroarer’’ has an impor-
tant place in many cultures,1 ranging from predynastic Egypt
of 3000 BC and the ancient tribal traditions of the Australian
Aboriginal people, to the Inuit of Northern Canada. It con-
sists simply of a thin slat of wood, typically 200–400 mm
long, 30–60 mm wide and 5–10 mm thick, pierced with a
small hole at one end through which is passed a thin cord
about 1 m long, by means of which it is whirled in circles by
the player. The slat may be simply rectangular and un-
adorned, or may have a more complex shape and be deco-
rated with paintings of tribal gods or totems. An Australian
example, the name of which is secret-sacred in Aboriginal
languages, is shown in Fig. 1. The cross-section of this bull-
roarer is trapezoidal, as is common, rather than simply rect-
angular. During the whirling motion, the slat rotates about its
long axis, producing a loud growling roar which pulsates at
the rate of rotation, about 1 to 1.5 Hz, and also at about twice
this rate. It is interesting that the frequency of the bullroarer
drone is about 70 Hz, which is comparable with the fre-
quency of the drone of the lip-blown didjeridu,2 also used in
ceremonies. One might feel with Marcuse1 that bullroarers
are not really musical instruments, but the bullroarer has in
fact been used in at least one piece of classical music—the
ballet Suite Corroboree by Australian composer John
Antill 3—to evoke the spirit of the Aboriginal people. We
may term these devices ‘‘free rotational aerophones’’ and
their investigation is the main subject of this article.

II. FREE AEROPHONE EXPERIMENTS

In an initial study, the bullroarer of Fig. 1 was whirled
around in a vertical plane, as shown in Fig. 2, using a string

of length about 70 cm, and an audio recording was made,
along with a video record for later frame-by-frame analysis.
At very low arm rotation speeds A or B, axial rotation C of
the slat did not occur, but this began for arm rotation speeds
of around 30 rpm~0.5 Hz! and was fully developed at the
normal arm rotation speed of about 60–90 rpm~1–1.5 Hz!.
The pulsations synchronous with the hand motion are pre-
sumably associated with variations in the speed of rotation of
the slat caused by uneven motion of the player’s arm. The
player’s hand motion was generally elliptical, but the path of
the slat was quite closely circular, with a radius of about 70
cm for slow arm motion and 80 cm for rapid rotation. The
angular position of the slat in its orbit trailed that of the hand
by an anglef as shown in the second panel of Fig. 2. The
variation of this trailing angle during one arm revolution is
shown in Fig. 3. The anglef increased with increased speed
of arm rotation and oscillated quasi-periodically at twice the
arm rotation speed, as might be expected from the relation-
ship between circular slat motion and elliptical arm motion.
The varying angle between the long axis of the slat and its
direction of translational motion presumably contributes to
sound pulsations.

In normal playing, the string linking the slat of the bull-
roarer to the player’s hand traces out a conical surface with
an apical semi-angle of about 80 degrees. In quasi-steady
operation, the bullroarer rotates in one direction, C, about its
axis for several seconds, then stops and reverses its motion,
the orientation of the cone swept out by the string reversing
simultaneously. This rotation reversal is clearly associated
with progressive twisting of the string and depends upon its
length and thickness, while the cone-axis reversal is appar-
ently associated with a lift force, the direction of which de-
pends upon the sense of the axial rotation, as for a rotating
cylinder.4

In one set of experiments in an anechoic chamber, thea!Electronic mail: neville.fletcher@anu.edu.au
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microphone was positioned on the rotation axis and at a dis-
tance of about 1 m from the plane of rotation while the
bullroarer was whirled at about 90 rpm~1.5 Hz!. Figure 4~a!
shows the signal recorded over a time of about 0.6 s. The
generally sinusoidal waveform, with a frequency of about 70
Hz, is modulated at about 3 Hz in synchrony with the arm
rotation. Because of the twofold rotation symmetry of the
slat, the axial rotation speed is just half the acoustic fre-
quency, and therefore about 35 Hz or 2100 rpm. The modu-
lation depth and maximum sound output are both slightly
different for the two senses of axial rotation of the slat, an
effect presumably associated with its trapezoidal cross-
section.

Figure 4~b! shows the spectrum of the radiated sound. It
consists essentially of a single component at about 70 Hz, the
width of the peak presumably being due to aerodynamic un-
steadiness in frequency and to the amplitude variations
shown in Fig. 4~a!. The level of the second harmonic is about
230 dB relative to the fundamental, and the general noise
level is low.

Because the genuine bullroarer slat is complicated geo-
metrically, it was desirable to replace this by a simpler slat
for more detailed analysis. Experiments similar to those car-
ried out on the bullroarer were therefore performed using a
simple rectangular slat of aluminum, 335 mm long, 40 mm
wide and 1 mm thick, whirled by hand on a string of length
70 cm. The behavior was generally similar to that of the
bullroarer except that the slat did not begin rotation sponta-
neously and had to be twisted initially. The instrument pro-

duced the same pulsating drone, and the sound spectrum and
total radiated power were both also similar. The radiation
pattern, measured in an open environment, was essentially
isotropic to within about63 dB, more accurate measure-
ment being impossible because of variation in the sound sig-
nal.

The measured dependence of the rotation ratef or an-
gular rotation ratev52p f of the slat~half the sound fre-
quency, because of the twofold symmetry the slat! on arm
rotation rateF or angular rateV52pF, for slats of several
widths, is shown in Fig. 5. As shown in the figure, the drone
frequency is approximately proportional to the arm rotation
rate and thus to the translational speedV of the centroid of
the slat through the air, and approximately inversely propor-
tional to the slat widthW. The more precise result derived
from the experimental regressions for a 70-cm string length
is

v'0.4V0.9W21.3'0.5V0.9W21.3 ~1!

with an uncertainty of about60.2 in the values of the expo-
nents and of about620% in the value of the multiplying
constant, which depends upon the length of the string. The
equivalent range of airspeedV over which this relation was
established was about 5 – 10 m s21.

FIG. 1. A bullroarer, from Northern Australia. The ocher-painted design
indicates the ‘‘dreaming’’ or totem of the maker.

FIG. 2. Playing the bullroarer, with the rotational motions and the trailing
angle f defined. The string describes a conical path with apex directed
successively towards and away from the player.

FIG. 3. Variation of the trailing anglef between the projection of the
player’s arm on the rotation plane and the string direction, during one cycle
of revolution. Measurements for two arm rotation rates are shown.

FIG. 4. ~a! Pressure waveform of the sound produced by a bullroarer rotat-
ing at about 90 rpm. The sound frequency is about 70 Hz and the frequency
of the pulsations about 3 Hz. The pulsations are more prominent for one
direction of slat rotation than for the other.~b! Spectral analysis of the
quasi-steady sound, which differs little for the two rotation directions.
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An alternative analysis of the experimental data can be
carried out by plottingf againstF/W, as is suggested by
later theory. The result, plotted in Fig. 6, gives a regression
of the form

f '1.6F/W25 or v'1.6V/W230 ~2!

for a string length of 70 cm. This expression can be rewritten
more generally as

v'1.1V/W230. ~3!

It is perhaps significant to note that the rotation speed is such
that the edge of the slat is moving at about half the speed of
the airstream.

Because the available anechoic chamber was small and
had a cut-off frequency above 100 Hz, which is well above
the sound frequencies involved, it was necessary to perform
acoustic measurements at an outdoor site, actually the middle
of an isolated sports oval. Particular interest attaches to the
radiated sound power and its dependence upon slat width and
arm rotation speed. The measurements are complicated by
the sound pulsations and by the slower rise and fall of sound
level as the string is untwisted and then retwisted. There is,
however, a plateau level in each long cycle during which
fairly reliable measurement is possible.

Measurements were made using four rectangular alumi-
num slats 335 mm long and 1 mm thick, and ranging in
width between 40 and 100 mm. The slats were whirled by
hand using a string 70 cm in length. Sound pressure mea-
surements were made on the rotation axis direction at a dis-
tance of 4 m from the player, this distance being dictated by
the balance between sound output and ambient noise. Since
the sound frequency in the experiments was in the range
40–160 Hz, this distance is less than the sound wavelength
in some cases, and near-field effects must be considered. The
pressure amplitude of a dipole, measured at distancer , ex-
ceeds the radiation contribution at this distance by a factor
@11( jkr )21#, where k52p/l and l is the sound
wavelength.5 Converting this to a sound pressure level, how-
ever, shows that the maximum correction is less than 1.3 dB,
which is not significant in our measurements.

The ‘‘linear’’ setting ~no frequency weighting! on a
sound level meter with real-time13 octave frequency analysis
was used, a spectral display being necessary in order to dis-
criminate against wind noise and other environmental noise
at these low frequencies. The results showed that the radiated
sound level was completely independent of slat width over
the width range tested and at arm rotation rates between 72
and 120 rpm~7.5,V,12.6 s21 or 6,V,10 m s21!. The
sound pressure level at the measuring position was 60 dB at
72 rpm and 72 dB at 120 rpm with an uncertainty of about
61dB in each case.

A further measurement in which the player turned se-
quentially through 45-degree angles established that the ra-
diation pattern was uniform to within an uncertainty of about
61dB so that the SPL values can be converted to radiated
acoustic power. Assuming good reflection at these frequen-
cies from the grass field surface, this gives a radiated power
of about 1 mW at an arm rotation speed of 120 rpm and
about 60mW at 72 rpm. The approximate behavior of radi-
ated sound power was thus

P5const3V5.4. ~4!

There is no dependence uponW and an uncertainty of per-
haps 61 in the exponent. Since the sound source, being
slaved to the rotation of the slat, is coherent along its length
which is much smaller than the sound wavelength, we expect
that the radiated power should be proportional to the square
of slat lengthH, but this dependence was not examined ex-
perimentally.

FIG. 5. Slat rotation speedf as a function of~a! arm rotation speedF, and
~b! slat widthW, for a hand-whirled slat on a string of length 70 cm.

FIG. 6. Slat rotation speedf as a function ofF/W for a slat of widthW
whirled at frequencyF on a string of length 70 cm.
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III. WIND-TUNNEL EXPERIMENTS

A fundamental question to emerge is that of the mecha-
nism controlling the axial rotation of the slat. This was there-
fore investigated in a series of carefully controlled experi-
ments in a wind tunnel. For this study, a simple rectangular
steel slat 253 mm long, 1.5 mm thick and 20, 40 or 60 mm
wide was mounted on Teflon bearings by means of an axle
passing along its centerline. The bearings were lubricated
with a light oil. The wind-tunnel cross-section was 255
3255 mm2 and the length of the slat extended almost com-
pletely across the width of the tunnel, so that there was a
good approximation to two-dimensional unbounded flow.
The air speed in the wind tunnel was measured using a pitot
tube connected to a micro manometer, and the slat rotation
speed was measured using an optical tachometer on the axle.
The maximum attainable air speed was 18 m s21.

The following conclusions were readily established ex-
perimentally:

~1! The slat will not generally begin rotation spontaneously
under the influence of air flow, but requires to have an
initial rotation imparted to it. Depending upon the air-
speed, the slat rotation may then either settle down to a
steady value or else stop.

~2! For any slat, there is a minimum air flow velocity below
which rotation cannot be maintained. This critical veloc-
ity increases as the width of the slat is decreased.~In the
experiment, it was impossible to maintain rotation of the
20-mm slat under any attainable air speed.!

~3! At least in the case of the 40-mm slat, there is also a
maximum air flow velocity above which rotation cannot
be maintained. No such upper limit was found for the
wider slat up to the attainable wind tunnel air speed.

~4! The steady rotation frequency does not depend greatly
upon the width of the slat in the two cases studied, and
increases towards saturation with increasing air speed.

The experimental basis for these conclusions is demon-
strated in Fig. 7. There are several features of the wind-
tunnel experiments that are in conflict with observations on
the bullroarer in normal operation. The first is the fact that
the rotation speed of the 60-mm slat in the wind tunnel ap-
parently reaches a plateau value once the airspeed exceeds

about 10 m s21, while the bullroarer rotation speed continues
to increase about linearly with airspeed in the range 6 to
12 m s21, as shown in Fig. 5 and Eq.~1!. The second is that
the 40-mm slat will rotate over only a limited airspeed range
and ceases rotation if the airspeed is too high. Finally, the
rotation speeds of the 40- and 60-mm slats are nearly the
same in the airspeed range in which both rotate. The slats
used for these determinations were very similar to those used
in the free-aerophone experiments except for the mass,
which should not be significant in wind-tunnel measure-
ments. An explanation for these discrepancies must be
sought, and is given in the next section.

IV. SIMPLE THEORY

This investigation scarcely warrants development of a
detailed aerodynamic study, which would be a complex op-
eration indeed. Fortunately it is straightforward to devise a
simple theory that explains the experimental findings, at least
in a semi-quantitative manner. A simple theory also exposes
the physical principles involved in a more accessible way.

Consider a thin slat of widthW, mounted as in the wind-
tunnel experiment and rotating with angular velocityv in an
air flow of speedV. This assumption can later be specialized
to apply to the cord-supported slat. The total torque acting on
the slat can be divided conceptually into three parts, although
it is not really possible to separate these rigorously because
of the nonlinear nature of aerodynamic forces. First, there is
the aerodynamic drag torqueG1 per unit length of slat arising
from the rotation. On the assumption that this torque is pro-
portional to the product of the square of the slat-edge veloc-
ity Wv/2, the slat area per unit lengthW, and the slat radius
of gyrationW/121/2, this can be written to a first approxima-
tion as

G1'2arW4v2, ~5!

where r is the density of air anda is a nondimensional
constant.

Second, the frictional torque in the bearings must be
taken into account. This torque depends upon the load borne
by the bearings, which is largely the aerodynamic drag cre-
ated by the interaction of the airstream with the rotating slat.
While this varies periodically through the rotation as the
angle of incidence changes, its average value is proportional
to rV2W per unit length. For generality the bearing torque
should include a velocity-independent contribution from dry
friction, a viscous friction contribution that is proportional to
slat rotation speed, and a residual friction independent of the
aerodynamic load. It is a reasonable approximation to as-
sume that both the dry friction and the viscous friction are
proportional to the total load on the bearings, and the result-
ing torque is also proportional to bearing radiusr , so that the
total bearing torqueG2 per unit length of slat can be written
as

G252G02rWrV2~b1b8v!, ~6!

whereG0 is the frictional torque of the bearing under zero
airflow conditions,b is a nondimensional constant, andb8 is
a constant with the dimensions of time.

FIG. 7. Measured rotational frequency of the 60-mm slat as a function of
airspeed in the wind tunnel. Also shown is the measured behavior of a
40-mm slat, which has a very limited range of airspeeds for rotation.
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Finally, an expression must be derived for the torqueG3

per unit length of slat driving the rotation. Again, this torque
clearly varies periodically during the rotation, and the con-
cern here is simply with its average value. A qualitative ar-
gument suggests that the mass flow per unit length inter-
cepted by the slat per unit time is proportional torWV, the
imparted lateral speed due to slat rotation is proportional to
Wv, and the resultant moment is further proportional toW.
This leads to the result, also supported by dimensional analy-
sis, that

G3'grW3vV, ~7!

whereg is another nondimensional constant.
The complete first-order expression for the average

torque per unit length acting on the slat is therefore

G52ar W4v22~b1b8v!rWrV22G01grW3vV.
~8!

If this expression forG is plotted as a function ofv for a
fixed value ofV, then it has the form shown in Fig. 8. Ro-
tation can be maintained only over a limited range of angular
velocity, explaining why the slat has to be set into rotation
artificially and will not rotate spontaneously from rest. For
angular velocities above the threshold A, the nett torqueG is
positive and the slat rotation speed increases until it comes to
a steady state with rotation velocityv0 at the point B.

If the slat is to maintain its rotation, then it is clearly
necessary that the rotation speedv0 for which G50 should
be a real quantity—a statement equivalent to the requirement
that the maximum value ofG should be positive. Examina-
tion of the expression~8! shows that it is quadratic inv and
that the conditionG50 is met when

Wv

V
5S g

2a
2

b8rV

2aW2D
6F S g
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2

b8rV

2aW2D 2

2
br
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2

G0

arW2V2G1/2

. ~9!

If this quantity is to be real, then the expression in square
brackets must be positive, and this implies at least a mini-
mum value for the airspeedV and at least a minimum value
for the slat widthW, both of these critical values depending

upon the bearing coefficientsG0 , b andb8. If these condi-
tions are satisfied, then the steady rotational speedv0 of the
slat will be given by~9! with the positive sign chosen.

The predictions of this theory are most easily seen by
considering a numerical example. For this purpose we
choosea5b5b85g51, G051, r 51, andr51 for sim-
plicity. The results of the calculations are displayed in Fig.
9~a!, which shows that, for a given slat widthW, the rotation
can be maintained only above a threshold airspeed deter-
mined by the frictional coefficients. There is also a maximum
airspeed above which rotation ceases, and the airspeed re-
gion within which rotation can be maintained decreases in
extent as the slat widthW is reduced. Within this allowed
region, the rotation speed tends to saturate and then decrease
as the airspeed is increased, and the steady rotation speed for
a given airspeed increases slowly with increasing slat width.
All these predictions of the theory are in general qualitative
agreement with the experimental wind-tunnel findings dis-
cussed in Sec. III, as can be seen by comparing Figs. 7 and
9~a!.

In contrast, if the only bearing torque is a small constant
valueG0 , then once again this leads to threshold behavior, as
shown in Fig. 9~b!, but the rotational speedv of the slat then
increases quasi-linearly with airspeed, and no upper limit is
predicted. The rotational speed is also predicted to decrease
smoothly with increasing slat width, all in contrast with the
predictions and experimental results for viscous bearing fric-
tion shown in Fig. 9~a!.

When the theory is applied to the case of a free bull-
roarer slat whirled on the end of a string, the picture is quite

FIG. 8. Net accelerating torqueG on the rotating slat as a function of
rotation frequencyv, for a fixed airspeed, according to the simple theory.G0

is the frictional torque. Note that the rotational speed must reach the point A
if rotation is to be sustained; the rotation speed then increases to the steady
valuev0 at point B.

FIG. 9. ~a! Predicted variation of steady rotational speedv0 with airspeed
V, as given by Eq.~9!, for a slat of widthW with viscous torque in its
bearings.~b! The same prediction for a slat with only static bearing torque
G0 .
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different because of the lack of bearing friction. Clearlyb
5b850 and the static torqueG0 depends upon the twisting
of the string and thus the integral*vdt. NeglectingG0 in
~9!, as is valid near the mid-period of a rotation, leads to the
result

v05
gV

aW
5const3

F

W
. ~10!

This result is in qualitative agreement with the experimental
results shown in Fig. 6 and Eq.~3!. No upper or lower limit
to operational airspeed is predicted, provided the supporting
string introduces no axial torque.

As a final tentative deduction from this simple theory,
we note that the average lift force normal to the airstream
direction can be expected to behave very much like the
torqueG3 except for a factor of orderW21. This means that
the sign of this force depends upon the sign of the rotationv,
which is in accord with the observed conical path swept out
by the string of a bullroarer. The angle of the cone described
by the string path depends upon the ratio between the mean
lift force and the centrifugal force, the simple theory suggest-
ing that this ratio, and thus the cone angle, should be nearly
independent of arm rotation speed since both terms increase
asV2. Such a lift effect is, of course, well known in the case
of a rotating cylinder, where a rigorous derivation is
possible.4 It is noted here just to show that the simple theory
above is at least consistent with a more rigorous theory.

V. NUMERICAL ANALYSIS

Recognizing that the analysis above is at best semiquan-
titative, the aerodynamics underlying the behavior of rota-
tional aerophones was further investigated by a numerical
evaluation of the forces and torques acting on a rotating slat
using the computational fluid dynamics software package
Fluent 5.2.6 This analysis was carried out only for the case of
a freely rotating slat with no frictional forces.

Since the unsteady flow around a rotating plate can be
turbulent, the Reynolds-averaged Navier–Stokes transport
equations were used to represent the mean flow quantities,
while the Reynolds stresses were modeled using the standard
k–e ~turbulent kinetic energy–turbulent dissipation rate! tur-
bulence model.7 The computational domain was divided into
two subdomains: a stationary wind-tunnel domain, and a ro-
tating circular domain containing the slat. The two domains
were created using an ‘‘unstructured quadrilateral grid,’’ as
defined in the software, with a higher density of nodes in the
mesh near the interface between the two domains. The com-
putational domain comprised a total of 6568 nodes covering
a physical domain of dimensions 2003500 mm, the longer
dimension being in the flow direction. The slat, with a width
W of only 40 mm, was located close to the input end of the
domain. The rotational motion of the domain containing the
slat was modeled using a sliding mesh technique.6

Calculations were carried out for a selected airspeed in
the wind-tunnel and a given rotational speed of the slat, us-
ing a second-order upwind finite difference scheme in space
and a second-order implicit finite difference scheme in time.
Calculations were iterated until the flow around the slat be-

came periodic in time, as confirmed by observing the history
of the computed force on the slat. The convergence was then
checked by repeating one cycle of the calculation with a
halved time step, and no significant difference was found.

Figure 10 shows the calculated torque on the rotating
slat as a function of angle of orientation for given air flow
speeds and a constant slat rotation speed. It is clear that there
is a net steady torque on the slat, evaluated by taking the
signed area between the curve and the axis, and that this net
torque increases with air speed. Figure 11 displays the torque
as a function of slat orientation for a constant air speed and
given slat rotation speeds. Here it is clear that the net torque
is positive for small rotation speeds, but becomes negative
for large rotation speeds.

The results of the calculation can be plotted in a gener-
alized nondimensional fashion as shown in Fig. 12, the plot-
ted quantity being the torque coefficientC52G/rV2, where
G is the torque andV is the air speed. This is a more refined
version of the semi-quantitative curve depicted previously in
Fig. 8. There is a threshold value of the parametervW/2V,
wherev is slat rotation speed,W is slat width, andV is air
velocity, below which there is almost no net torque on the
slat and so no induced rotation. With increasing values of the
rotation speedv, the torque rises to a maximum and then
becomes negative for parameter values above about 0.6. This
calculation, of course, takes no account of bearing friction
G0 , and the calculated torque must exceedG0 if rotation is to

FIG. 10. Numerically calculated torque cycle on a slat of width 60 mm
rotating at 50 revolutions per second in a stream with given speed. The
second half of the cycle is identical. The mean accelerating torqueG is the
value of the signed area under the curve.

FIG. 11. Numerically calculated torque cycle on a slat of width 60 mm in a
flow of 15 m s21 for various rotation rates.
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be sustained. This suggests a parameter value in the range
0.3–0.5 for zero net torque, depending on the magnitude of
the bearing friction. The steady rotation speedv0 attained by
the slat will be that for which the net torque is zero, and
hence about

v0'~0.6 to 1.0!V/W. ~11!

Converting this to apply to the whirled bullroarer strip with
string length of about 70 cm and a widthW of about 60 mm
givesv0'(0.4 to 0.7)V, whereV is the arm rotation rate.
This conclusion is in good agreement with the measured re-
sult ~2!.

This numerical analysis, like the simple theory, does not
reveal any upper limit to the air velocityV for which rotation
will occur, and, as indicated in~11!, suggests a slat rotation
rate that increases linearly with airspeed. Both these findings
are in agreement with measurements on the bullroarer~and
incidentally with the simple theory of the previous section!,
confirming that the deviations from this behavior noted in
wind-tunnel experiments can be attributed to bearing friction
effects.

VI. SOUND PRODUCTION

As discussed in Sec. II and shown in Fig. 4, the radiated
sound spectrum is almost a simple amplitude-modulated sine
wave with little harmonic development. This suggests that
the basic sound-production process is simple and regular. A
simple mechanism suggests itself, as discussed below, but
first a simple dimensional analysis establishes the expected
behavior.

The sound powerP conceivably depends upon most of
the variables of the situation, so that we write

P5const3rmMnVpWqHr , ~12!

wherer is the air density, M5V/c is the Mach number,V is
the translational velocity of the slat,W is its width, andH its
length. Equating dimensions leads to the conclusion thatm
51, p53, andq1r 52, but we expect from the fact that the
source dimensions are small compared with the sound wave-
length thatr 52, so thatq50. The powern of the nondimen-

sional Mach number M is undetermined, but we expect it to
be non-negative. Indeed the dependence on M could well be
more complicated than the simple power-law assumed. It can
therefore be tentatively concluded that the radiated sound
power is independent of the slat widthW but varies as

P5const3H2V31n, ~13!

wheren>0. This agrees with the experimental result~4! if
n'2.461.

In considering the sound-generation mechanism, it can
be seen that the rotating slat moving through the still air
clearly creates pressure and flow influences that have some-
thing of the character of a rotating and oscillating dipole
source, with the positive pole of the dipole always directed
upstream and having its maximum value when the slat is
broadside on to its motion through the air. There are almost
certainly quadrupole components as well, but these can be
ignored to a first approximation because the power radiated
by a macroscopic quadrupole is less than that from a dipole
of the same monopole strength and source spacingW by a
factor (vW/c)2, which is of order 1022 in the present case.

The magnitude of each monopole flow source in the
dipole is approximatelyHWV or HWLV, whereH is the
length of the slat andL is the length of the string. The sepa-
ration between the two sources is approximatelyW, so the
dipole magnitude is aboutm'HW2LV and its acoustic fre-
quency isvs52v'3LV/W by ~2!. The acoustic power ra-
diated by such a dipole source is5

P5
vs

4rm2

24pc3 , ~14!

wherec is the speed of sound. Inserting expressions form
andvs gives

P'
3rH2L6V6

c3 5
3rH2V6

c3 . ~15!

This result, which predicts that sound power is proportional
to V6, with no dependence onW, is in good agreement with
the experimental result~4!. Insertion of numerical values for
the parameters of the slats used in the outdoor experiment
gives a radiated power of order 1 mW, again in good agree-
ment with measurements.

A related approach to the problem that has been well
studied is the generation of sound by vortex shedding from a
cylinder.8–10 There are, of course, significant differences, in
that vortex shedding in the cylinder case is correlated along
its axis only by aerodynamic influences, giving a limited
coherence length, while for a rotating slat coherence is en-
forced along its whole length by the slat rotation. Despite
these differences, the cylinder case provides some guidance
to the present problem. In particular, the frequencyf
5v/2p of vortex shedding derived from equation~11.3.28!
of Morse and Ingard or~3.1.11! of Howe is approximately
0.2V/d, whered is the cylinder diameter, this result agreeing
almost exactly with the experimental result~3! for the rotat-
ing slat.

If the axial correlation length for vortex shedding isD,
then the radiated power per lengthD is given by equation
~11.3.30! of Morse and Ingard which, in simplified form, is

FIG. 12. Numerically calculated coefficient of aerodynamic torque as a
function of the nondimensional parametervW/2V, wherev is rotation fre-
quency,W is slat width, andV is airstream velocity.
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P~D!'0.005rV3D2M3, ~16!

where M is the Mach numberV/c. If D is much less than the
cylinder lengthH, then there areH/D such sections along
the cylinder and, since their phases are incoherent, their pow-
ers simply add, so that the total power radiated by the cylin-
der is given by~16! with D2 replaced byHD. This result is
the same, except for a minor numerical multiplier, as that
given by equation~3.1.13! of Howe,10 which gives radiated
intensity, including a directional factor cos2u.

For a rotating slat, however, the rotation ensures perfect
correlation for aerodynamic behavior along the whole slat
lengthH, so thatD should be replaced by the slat lengthH,
provided this is much less than the sound wavelength. Once
again there is no dependence of radiated power on the slat
width W, and the power is proportional toH2V6 as for the
dipole model. There is, however, a great difference in the
magnitude of the radiated power, that measured for the rotat-
ing slat being more than ten times the value calculated for an
equivalent cylinder, even if coherence is assumed. A treat-
ment related more directly to the slat geometry and including
rotation could be expected to yield a higher power. The
model underlying the aerodynamic generation of sound is, in
fact, a refined version of the oscillating dipole model, so that
the two are perhaps closely equivalent once the geometrical
differences are taken into account.

The directionality of the sound radiation also requires
some comment. In each of the explicit models discussed, the
radiated sound is directed preferentially along the local di-
rection of motion, which would be in the plane of rotation of
the string if that motion were indeed planar. Because the
dipole rotates as well as oscillating in sign, the radiation
pattern is, however, much broader than for a simple dipole,
and the conical form of the string path further broadens this
distribution. There may also be some monopole component
to the source, which would give a uniform angular distribu-
tion of the radiation. Taking these complications into ac-
count, it is not surprising that the radiation pattern is approxi-
mately uniform to within the modest accuracy of the
experimental measurements.

VII. DISCUSSION

The aim of this analysis has been to illuminate the be-
havior of rotational aerophones of the bullroarer family. This
has been achieved in part. The analysis and simplified ex-
periment shows that rotation can occur only above a certain
airspeed that is determined by the frictional torque of the
bearings. In the case of a bullroarer there are no bearings but
rather a string that is progressively twisted by the rotation of
the slat, the resisting torque thus increasing steadily with
time until it is adequate to stop the rotational motion. The

torque then acts to accelerate rotation in the opposite sense,
and the motion repeats itself. The period of this reversal, as
judged by the sense of the cone described by the string or by
the long-term behavior of sound level, is several seconds,
though this is determined by the length and thickness of the
string. The sound also pulsates at the arm rotation frequency
and at twice that frequency, and the origin of these pulsations
can be identified as the uneven rotational speed of the slat
caused by elliptical arm motion.

Sound production is most easily visualized as the cre-
ation of an oscillating dipole across the slat as it rotates.
Although such a dipole perturbs the downstream flow and
generates a wake of vortices, the radiation from these is of
relatively minor importance. A detailed treatment should, of
course, include consideration of the aerodynamics of the
wake, but largely in order to quantify more exactly the be-
havior of the attached dipole.

The behavior of rotational aerophones is much more
complex to understand than is that of most other aerophones,
because this behavior depends on aerodynamics and not on
simple quasi-static pressure forces. The experiments and
analysis detailed here do not by any means exhaust the pos-
sible study, but do provide an outline of the major phenom-
ena and their likely explanation.

As a byproduct of the study, certain experimental prob-
lems associated with the apparently much simpler and better
controlled environments provided by wind-tunnels and by
anechoic rooms were identified and explained.
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Three-dimensional modeling of acoustic backscattering
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Scattering models that correctly incorporate organism size and shape are a critical component for the
remote detection and classification of many marine organisms. In this work, an acoustic scattering
model has been developed for fluid-like zooplankton that is based on the distorted wave Born
approximation~DWBA! and that makes use of high-resolution three-dimensional measurements of
the animal’s outer boundary shape. High-resolution computerized tomography~CT! was used to
determine the three-dimensional digitizations of animal shape. This study focuses on developing the
methodology for incorporating high-resolution CT scans into a scattering model that is generally
valid for any body with fluid-like material properties. The model predictions are compared to
controlled laboratory measurements of the acoustic backscattering from live individual decapod
shrimp. The frequency range used was 50 kHz to 1 MHz and the angular characteristics of the
backscattering were investigated with up to a 1° angular resolution. The practical conditions under
which it is necessary to make use of high-resolution digitizations of shape are assessed. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1433813#

PACS numbers: 43.30.Ft, 43.30.Sf, 43.20.Fn@DLB#

I. INTRODUCTION

Acoustic surveys are commonly used as a tool for as-
sessing the distribution of zooplankton and other marine or-
ganisms that inhabit the water column. The primary advan-
tage of this technique over other more conventional methods,
such as net tows, is the possibility of performing synoptic
surveys while also obtaining high-resolution data over rel-
evant temporal and spatial scales~Medwin and Clay, 1998;
Foote and Stanton, 2000!. To accurately measure zooplank-
ton biomass using this technique, it is necessary to first un-
derstand the process by which zooplankton scatter sound.
Understanding the scattering of sound from zooplankton is a
challenge for a number of reasons. First, many different spe-
cies of zooplankton are typically present in the water column
at any given time and location. Second, the scattering prop-
erties of these different species can vary enormously with
organism size, shape, orientation, material properties, and
acoustic frequency. Under many circumstances, successful
interpretation of acoustic field data is limited in part by the
availability of acoustic scattering models that take into ac-
count these diverse scattering properties. Though it is not
feasible to develop a scattering model for each individual
animal, it is possible to establish a categorization scheme
based on general scattering properties and boundary condi-
tions. One such scheme was developed by Stantonet al.
~1994, 1998a, 1998b! in which three categories were identi-
fied; zooplankton with fluid-like acoustic characteristics
~e.g., euphausiids, copepods!, zooplankton with gas inclu-
sions ~e.g., siphonophores!, and zooplankton with elastic
shells~e.g., pteropods!.

The investigation focuses on organisms with fluid-like
material properties, meaning that shear waves are not in-

cluded in the formalism. It is also assumed that there are no
gas inclusions. Although the shape of the animals investi-
gated in this paper is elongated, the model is not restricted to
elongated scatterers, but is generally applicable to any fluid-
like body, of any complex shape and size. Elongated fluid-
like zooplankton are a possible application of this general
model and are of particular interest due to the ecological
significance and naturally high abundances found in many
regions~Greeneet al., 1991; Hewitt and Demer, 1991!. Spe-
cifically, in this study we will present data and modeling
results obtained for common shore shrimp,Palaeomonetes
vulgaris. This crustacean has fluid-like material properties
and a similar shape and size to many elongated fluid-like
zooplankton, and has the added advantage of being conve-
niently obtainable from local waters. In addition, previous
models based on this local species have been adapted with
some success to oceanic species. There have been a number
of laboratory and field studies aimed at understanding acous-
tic scattering from fluid-like scatterers, concentrating pre-
dominantly on decapod shrimp and euphausiids~Greenlaw,
1977; Everson, 1982; Eversonet al., 1990; Footeet al.,
1990; Chuet al., 1992, 1993; Martin Traykovskiet al., 1998;
McGeheeet al., 1998; Stantonet al., 1993a, 1993b, 1996,
1998b, 1998c, 2000!.

In a recent paper, Stanton and Chu~2000! presented a
comprehensive review of the scattering models currently
available for predicting the scattering of sound from elon-
gated fluid-like zooplankton. Briefly synthesizing this work,
the Anderson~1950! homogeneous fluid-sphere model is the
simplest possible representation for animal shape used to de-
scribe scattering from this class of zooplankton~Greenlaw,
1977; Hollidayet al., 1989; Holliday and Pieper, 1995!. In a
series of studies, cited in Stanton and Chu~2000!, Stanton
and others have developed a number of models that make
use of finite-length deformed cylinders to describe animal
shape, resulting in a more accurate description of the ob-

a!Currently at BAE Systems, Analysis & Applied Research Division, San
Diego, CA 92123.
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served angular scattering characteristics. To date, the most
sophisticated model available for this class of zooplankton,
with the largest range of applicability, is a deformed-cylinder
model based on the distorted wave Born approximation
~DWBA! ~Chu et al., 1993; Stantonet al., 1993b, 1998a,
1998b; McGeheeet al., 1998; Chu and Ye, 1999; Stanton
and Chu, 2000!. With this model it is possible to incorporate
a relatively realistic animal shape, in addition to variations in
the material properties, though a fundamental restriction of
this model is the assumption of cylindrical symmetry. A re-
sult of this limitation is that the animal cross section is cir-
cular at every point along the lengthwise axis of the animal,
and the material properties can only vary along the length-
wise axis.

In this study, we develop a DWBA-based scattering
model that incorporates high-resolution, fully three-
dimensional ~3D! digitizations of animal shape obtained
through the use of computerized tomography~CT!. This
model by-passes the limitations imposed by the assumption
of cylindrical symmetry made in the finite-length deformed-
cylinder model. We also compare the model predictions to
acoustic backscattering laboratory measurements of both in-
dividual and aggregations of live decapod shrimp. The data
presented in this paper were obtained during two separate
experiments. The most recent data set, described in detail
and for the first time in this paper, was obtained for live
individuals under well-characterized and controlled condi-
tions, using both single-frequency and broadband signals,
with the animal orientation carefully controlled and with an
angular resolution of 1° in two scattering planes. The second
data set used in this paper to compare with the model pre-
dictions was previously published by Stantonet al. ~1993b!
and involves aggregations of live decapod shrimp. Though
the acoustics and CT data were obtained on animals of the
same species and of generally the same shape and size, for
practical reasons the acoustics and CT data involved differ-
ent specimens.

This paper is organized as follows. In Sec. II, two
DWBA-based scattering models are described. One of these
models makes use of 3D measurements of the animal shape
and results in a volume-integral solution; the other model,
the deformed-cylinder model, uses 2D measurements of ani-
mal shape and results in a line-integral solution. In Sec. III,
the laboratory setup, methods used for data collection and
analysis, and the methods used to obtain 2D and 3D mea-
surements of animal shape are outlined. Intermodel compari-
sons are performed in Sec. IV. Scattering predictions are
compared to the data in Sec. V, and the physics of the scat-
tering process is discussed in Sec. VI. Finally, in Sec. VII,
the results are summarized, and recommendations are made
regarding conditions under which the various approaches
should be used.

II. THEORY

A. DWBA-based scattering model

For a single insonification of a target of any complex
shape and size, the incident and scattered sound wave are
related by the scattering amplitude. The scattering amplitude,

which has units of length, is a measure of the efficiency with
which a target scatters sound, and is a function of the target’s
shape, size, orientation, material properties~mass density,r,
and sound speedc! and the acoustic wave number,k, of the
incident wave (k52p/l, where l is the acoustic wave-
length!. The scattering amplitude for sound scattering from
any weak scatterer with a finite body of volumeV ~such as
the animals under investigation here, which have material
properties that are similar to those of the surrounding me-
dium! can be modeled in the far field using the Born approxi-
mation ~Morse and Ingard, 1968!. In fact, all formulations
and measurements presented in this paper are for back-
scattering, in which case the backscattering amplitude,f bs ,
is given by

f bs5
k1

2

4pE E
V

E ~gk2gr!e2ik2i•rvdV, ~1!

where k1 is the wave number of the incident sound~k1

5uk1i u), k2i is the wave vector of the incident sound evalu-
ated in the interior of the volume,r v is the position vector of
any volume element,gk5(k22k1)/k15(12gh2)/gh2, gr

5(r22r1)/r25(12g)/g, and g(5r2 /r1) and h
(5c2 /c1) are the density and sound-speed contrasts, respec-
tively. k1(5(r1c1

2)21) and k2(5(r2c2
2)21) are the com-

pressibilities in the surrounding medium and body interior. It
should be noted that the wave number in the exponent has
been evaluated within the body interior~k2i instead ofk1i in
the exponent!. This modification to the Born approximation
has been referred to as the distorted wave Born approxima-
tion ~DWBA!. Throughout this work, the subscript ‘‘1’’ indi-
cates that the quantity referred to is evaluated in the sur-
rounding medium, while the subscript ‘‘2’’ indicates that the
quantity referred to is evaluated in the body interior. If the
material properties are constant throughout the volume (gk

2gr) can be factored out of the integral, and, at very low
frequencies, it is straightforward to show thatf bs is propor-
tional to V (f bs5(k1

2/4p)(gk2gr)V).
For an elongated body with a circular cross section at

every point along its lengthwise axis, Eq.~1! can be further
simplified to a one-dimensional line integral~Stantonet al.,
1998b!, given by

f bs5
k1

4 Er p

~gk2gr!a
J1~2k2a cosb tilt !

cosb tilt
e2ik2i•rpudr pu, ~2!

wherer p is the position vector of the body centerline,a is the
radius, andb tilt the local tilt angle of the body cross section
relative to k1i at each point on the axis. In this case, (gk

2gr), a, andb tilt can vary along the length of the body, but
are restricted to a constant value in any given cross section.

For a small number of cases it is possible, by making
very restrictive, but simplifying, assumptions about the shape
and material properties~e.g., fluid-filled sphere or ellipsoid!,
to obtain a closed-form mathematical expression for the
backscattering amplitude. In general, however, particularly
when the conditions are as complex as those of the decapod
shrimp we are attempting to model here, it is necessary to
solve for the backscattering amplitude numerically.
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The far-field backscattered energy is often expressed in
terms of the target strength~TS! with units of decibel~dB!
relative to 1 m2 ~Urick, 1983!, and is given by

TS510 logsbs510 logu f bsu2, ~3!

wheresbs5u f bsu2 is the differential backscattering cross sec-
tion, and differs from the often-used backscattering cross
sections by a factor of 4p (s54psbs). In order to compare
scattering from objects of different sizes but similar propor-
tions, TS is often normalized according to the square of some
typical dimension, giving rise to the reduced target strength
~RTS!. For elongated zooplankton, of lengthL, the RTS is
given by

RTS510 log
sbs

L2 510 logu f bsu2210 logL2. ~4!

B. Modeling considerations

The most rigorous method of modeling the acoustic
scattering from a complex body is to digitize the body shape
and material properties within the body in increments signifi-
cantly smaller than the wavelength. These high-resolution
digitizations can then be used as input to a general 3D scat-
tering model, such as that given by Eq.~1!. Under most cir-
cumstances, measurements at a resolution of approximately
l/10 tol/20 are required to accurately represent the animal’s
body, although the exact value may vary with the modeling
approach~Stanton and Chu, 2000!. This digitization criterion
for the outer boundary shape is met for the range of frequen-
cies used in these experiments when the animal shape is
obtained from CT scans. However, if high-resolution CT
scans are not available, it is possible to perform lower reso-
lution 2D measurements of outer boundary shape, and use
these digitizations as input to a simplified scattering model,
such as that given by Eq.~2!. As will be seen later, there are
circumstances under which caution must be used when ap-
plying the line-integral model, although there are conditions
when the results of the line-integral and volume-integral
models are very similar. Comparison of the results obtained
using these two approaches is one of the goals of this work.

High resolution digitizations of the material properties
are also necessary to accurately evaluatef bs . However, there
are only a few studies in which the material properties of
fluid-like zooplankton have been investigated~Greenlaw,
1977; Foote, 1990; Chuet al., 2000! and in these cases, only
the average quantities were studied. There is little informa-
tion available as to the spatial variability of these properties
throughout the body interior~Yayanoset al., 1978; Foote,
1998!. For most of the work presented here,g andh are held
constant throughout the body interior, with values of
g51.0357 andh51.0279 taken from Foote~1990!, as mea-
sured forEuphausia superba.

III. EXPERIMENTAL METHODS

A. Acoustic data acquisition

The acoustic backscattering measurements involving in-
dividual decapod shrimp were made on ten specimens, but
only data collected from animals that remained alive and in

good condition throughout the data acquisition process are
considered here, namely the four animals numbered 6, 8, 9,
and 10. The experimental setup was very similar to that de-
scribed in Stantonet al. ~2000!, and only a brief overview of
the relevant equipment and methods will be described here
together with a description of the difference between the two
setups. The data presented in this study were collected in
1996 in the acoustics laboratory at the Woods Hole Oceano-
graphic Institution.

The experiments were performed in a 1.5-m-deep by
3.7-m-long and 2.4-m-wide tank filled with filtered seawater
~Fig. 1!. An array of transducer pairs was mounted in the
tank facing horizontally. A combination of single-frequency
and broadband transducers was employed to collect the
acoustic backscattering data. The transducers within each
pair were placed in a bistatic configuration, as close as pos-
sible to each other so as to approximate a monostatic con-
figuration. Six pairs of powerful narrow-band~NB! transduc-
ers, emitting 200-ms-long gated sine waves, were employed
at the following frequencies: 50, 75, 120, 165, 200, and 258
kHz. In addition, two octave-bandwidth broadband~BB!
transducers were also employed, emitting 200-ms-long
‘‘chirp’’ ~linear frequency modulated! signals with center fre-
quencies at 250 and 500 kHz. The transmitted voltage time
series, vbs

T (t), and the received voltage time series, or
equivalently, the backscattered return echo from the animal,
vbs

R (t), were stored on a personal computer for later analysis.
One of the main advantages of using broadband transducers
is that large amounts of information can be gathered over a
wide frequency range, allowing both temporal and spectral
data analysis techniques to be exploited, maximizing the in-
formation that can be extracted about the sound scattering
process. However, a considerable drawback of employing
broadband signals is that less energy can be applied per fre-
quency bin.

The animals were tethered in a two-point acoustically
transparent harness made of 59-mm-diameter monofilament
line ~Fig. 1!. This involved a loop around the thorax, and
another line running through the midpoint of the abdomen
@Fig. 2~a!#. The loop was loose enough to permit normal
respiration and blood flow, but tight enough to prevent sub-

FIG. 1. Schematic of the experimental system used for acquiring acoustic
backscattering data as a function of angle of orientation and frequency: tank,
transducer array, stepper motor, and~acoustically transparent! harness sys-
tem with horizontal aluminum rods used to tether the decapod shrimp.
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stantial movement. For the data reported here, the animals
remained alive and in good condition throughout the data
acquisition process. Tension was maintained in the harness
by two horizontal aluminum rods. This kept the position and
orientation of each animal stable. The animals were centered
in the acoustic beam in the far field of the transducers at a
range of 0.51 m. A computer-controlled stepper motor ro-
tated the animals in 1° increments, in most cases through two
full rotations ~720°!. The animals were insonofied with a
single ping at each angle of orientation. Table I summarizes
the frequencies and angles of orientations for which back-
scattering measurements were performed. Measurements of
the animal lengths, radii, aspect ratios (L/a), and wet
weights are summarized in Table II.

Animals 6 and 8 were tethered such that the dorsal–
ventral aspect was approximately in the vertical plane, with
an out-of-plane tilt of 25°–45°. In contrast, animals 9 and 10
were tethered such that the dorsal–ventral aspect of the ani-
mals was approximately in the horizontal plane, with an out-
of-plane tilt of 25°–45°. There is some uncertainty in the tilt
angle of the animals since there was no way to accurately

quantify it and it also changed slightly as the animals were
rotated.

The transducers were calibrated prior to the backscatter-
ing measurements following the procedure outlined in Stan-
ton et al. ~1998a!. During the calibration, the receiver and
transmitter were aimed at each other at a ranger cal50.69 m.
For each transducer pair, ten 200-ms-long chirp signals were
collected and averaged. The time series of the transmitted,
vcal

T (t), and received,vcal
R (t), calibration voltages were stored

for the purpose of postprocessing calibration of the scattering
data. The background reverberation of the tank, without the
animals present, was also measured for each transducer pair
in the bistatic scattering configuration. This measurement in-
volved averaging the background reverberation signals, for
each set of transducers, over a large number of echoes. The
average reverberation echo was stored on the data acquisition
oscilloscope and subtracted in real time from the echoes ob-
tained once the animals were placed in the tank. This proce-
dure was repeated for each animal. Great care was taken
throughout the data acquisition process to minimize the pres-
ence of bubbles on the tethers, since the acoustic signals
from bubbles can greatly contaminate the acoustic returns of
interest. For each acoustic return from each transducer pair

f bs5
Vbs

R

Vcal
R

Vcal
T

Vbs
T

r bs
2

r cal
, ~5!

whereVbs
R , Vbs

T , Vcal
R , andVcal

T are the absolute values of
the Fourier transforms ofvbs

R (t), vbs
T (t), vcal

R (t), and
vcal

T (t), respectively. Prior to evaluating the Fourier trans-
forms of the voltage time series, a bandpass filter was ap-
plied to the data, to reduce out-of-band noise.

B. 2D measurements of animal shape

For application of the line-integral model it was neces-
sary to estimate the cylindrical radius of each animal at a
number of points along the lengthwise axis. These measure-
ments were performed by first taking 2D photographic im-
ages of the preserved animals in the dorsal–ventral plane. As
mentioned earlier, one of the underlying assumptions of this
model is that the animal cross section is circular. Conse-
quently, it is sufficient to obtain 2D measurements of the
animal radius in one plane at a number of points along the
centerline axis. The animal shapes were digitized by collect-
ing the coordinates of a number of points along their outer
contours. Animal centerlines and radii were then calculated
from these measurements. To obtain the coordinates and radii

FIG. 2. ~a! Schematic diagram of a decapod shrimp, showing the two-point
tether. The animals were tethered with a loop about the thorax and were also
pierced through the abdomen. The animal lengths~L! were measured from
the photographic images.~b! The animal shape was digitized in 2D by
obtaining measurements in the dorsal–ventral plane. The measurements are
shown as black points along the outside contour of the animal. The calcu-
lated centerline is also shown~from which the length, L, was calculated!,
together with a selection of radii. For the scattering predictions made using
the line-integral model, based on the 2D digitizations of animal shape, the
animals were digitally straightened so that the shape of the animal more
accurately reproduced the observed shape during the acoustic backscattering
measurements. However, it was not necessary to digitally straighten the CT
data since the animals were naturally straighter during the CT scanning
process.

TABLE I. Range of orientations and frequencies used to obtain acoustic
backscattering measurements.

Frequency~kHz! Animal no. Range of orientations in 1° increments

50 6,8,10 0–720°
75 6,8,10 0–360°
120 6,8,9,10 0–720°
160 6,8,9,10 0–720°
200 6,8,9,10 0–720°
258 6,8,9,10 0–720°
250 ~BB! 6,8,9,10 0–720°
500 ~BB! 6,8,9,10 0–720°
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of N points along the centerline axis, including two end
points, it is necessary to collect (2N-2) points along the
outer contour of the animal~Table II!. The result of this 2D
digitization process is shown in Fig. 2~b! for animal 11.
Since these measurements were performed in the dorsal–
ventral plane of the animals, the results more closely repre-
sent a side view of the actual animal than a top view. Finally,
since the digitization of animal shape was performed after
the animals had been preserved, it was necessary to digitally
straighten the animals so that they more closely represented
the actual live animal shape.

C. 3D measurements of animal shape: CT scans

High-resolution computerized tomography~CT! scans
were performed for three decapod shrimp~animals 11, 13,
and 14! at the Massachusetts Eye and Ear Hospital using a
spiral CT scanner. Scans of animals 13 and 14 were per-
formed with the animals live~but not in water!, while animal
11 was scanned after recent preservation. The CT scans were
used to evaluate the 3D volume integral with the integration
performed withinMATLAB ~version 5.3!. Details of this pro-
cedure are described below.

The CT scans were performed along the lengthwise axis
of the animals, with a full set of slices obtained in a 1–2 s
time interval. The separation,dz, between the slices was 100
mm for animals 13 and 14, corresponding to the resolution
limit of the CT scanner, while for animal 11 the separation
between the slices was 200mm. This resulted inNz slices per
animal, which varied according to the animal length~Table
III !. A 3D image of animal 11 is shown in Fig. 3~a!, together
with a number of representative CT slices. The resolution of
the CT data along the lengthwise axis of the animal, deter-

mined bydz, and the resolution within any given slice, de-
termined by the focus and zoom of the scanner, differ. How-
ever, for the CT data acquired during this study, both
measures of resolution adequately meet the resolution crite-
rion stated earlier, over the full range of acoustic wave-
lengths used for the data acquisition. For instance, at 500
kHz, 200mm corresponds to approximatelyl/15.

For each animal, the original CT slices contained 512
3512 pixels. For ease of manipulation and numerical effi-
ciency, it was possible to crop each CT slice~referenced to a
common pixel to maintain overall alignment! to containNp

3Np pixels. Each CT slice was then converted to a binary

TABLE II. Animal lengths ~defined in Fig. 2!, average torso radii, wet weights, aspect ratio, number of data
points along the lengthwise axis~including end points! taken from the 2D photographic images, and availability
of acoustic and CT data. The average torso radii were calculated from the 2D photographic images by averaging
over all the radii, excluding the ten points at each end of each animal.

Animal no.
Length ~L!

~mm!
Radius~a!

~mm!
Wet weight

~g!
Aspect ratio

(L/a) N Acoustic: CT

6 30 1.5 0.17 20.5 49 Yes:No
8 25 1.35 0.10 17.7 46 Yes:No
9 25 1.6 0.10 15.6 45 Yes:No

10 26 1.4 0.13 18.1 47 Yes:No
11 39 2.2 0.48 17.9 57 No:Yes
13 35 2.3 0.45 16.9 43 No:Yes
14 30 1.65 0.19 18.2 41 No:Yes

TABLE III. Animal number, number of CT slices (Nz), number of pixels
per CT slice (Np3Np), separation between CT slices~dz!, and pixel area
within each slice. Note that the length of animal 13 as measured from the
photographic images~Table II! is smaller than that of animal 11. However,
there are more CT slices of animal 13 since more of the antennae were
captured during this set of scans. These animal parts are not expected to
contribute significantly to the scattering; the lengths used to calculate the
RTS values are based on Table II.

Animal no. Nz Np3Np dz ~mm! Pixel area (mm!2

11 156 1283128 200 1003100
13 399 1003100 100 1043104
14 301 1003100 100 1043104

FIG. 3. ~a! 3D image of animal 11, together with three representative CT
slices.~b! Scattering geometry used in the scattering models. Theẑ axis is
aligned along the lengthwise axis of the animal. Broadside incidence corre-
sponds to, approximately,u50° and u5180°. Head-on incidence corre-
sponds tou5290°, or equivalently,u5270°. End-on incidence corresponds
to, approximately,u590°. The f50° and 180° planes correspond to the
dorsal and ventral sides of the animals, while thef5690° planes corre-
sponds to the left and right sides of the animal.
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matrix, M l , of size Np3Np , where l runs from 1 toNz .
Matrix elements corresponding to pixels with an intensity
above a certain threshold value contain ones and all others
elements are zero. The matricesM l were relatively insensi-
tive to the value chosen for the threshold once it was set high
enough to eliminate background diffraction effects. Thus, for
each incident wave vector, the backscattering amplitude,f bs ,
given as a volume-integral by Eq.~1!, becomes

f bs5
k1

2

4p
~gk2gr!(

l 51

Nz

(
j 51

Np

(
i 51

Np

Mi j
l

3e2ik2~cosu cosfXi j
l

1cosu sin fYi j
l

1sin uZi j
l

!dVi j
l . ~6!

Xi j
l , Yi j

1 , andZi j
1 are the position vectors of each pixel,dVi j

l

corresponds to the volume associated to each pixel, and the
material properties have been assumed constant throughout
the body interior. The direction of the incident~and backscat-
tered! wave vector is k̂l i 5(cosu cosfx̂1cosu sinfŷ
1sinuẑ!, where the coordinate system is aligned with the CT
scanner coordinate system@Fig. 3~b!#. Thus, theẑ direction
is, approximately, along the lengthwise axis of the animals.
Broadside incidence corresponds tou50° or u5180°, in
somef plane, whileu5690° corresponds to end-on and
head-on incidence, in anyf plane.

Simple variations in the material properties along the
lengthwise axis of the animals can be incorporated into Eq.
~6! by allowing the quantity (gk2gr) to vary between CT
slices. Thus, Eq.~6! becomes

f bs5
k1

2

4p (
l 51

Nz

(
j 51

Np

(
i 51

Np

~M 8! i j
l

3e2ik2~cosu cosfXi j
l

1cosu sin fYi j
l

1sin uZi j
l

!dVi j
l , ~7!

where (M 8) i j
l 5(gk2gr) lM i j

l , and (gk2gr) l has a single
value within any given CT slice. This is only an approximate
method of incorporating lengthwise variations in the material
properties of the animals since it does not take into account
the degree of animal bend.

Full 3D variation in the material properties can also be
easily incorporated in a similar manner. In this case, (M 8) i j

l

5(gk2gr) i j
l M i j

l , where (gk2gr) i j
l has a distinct value for

each pixel. Finally, it is worth noting that it may be possible
to extract density contrast values from the CT data, although
it would be necessary first to calibrate the CT data.

D. Averages

In general, the scattering process is highly complex and
can depend on many parameters simultaneously. Given the
uncertainty in each parameter, predictions of a single scatter-
ing realization are often difficult to make. As a result, com-
parisons between predictions and data for single realizations
are generally qualitative. Quantitative comparisons can be
made for both the statistics of scattering and for averaged
levels, where the averages can be over some distribution of
parameters, such as a distribution of sizes or angles of orien-
tation. There is also a more direct relationship between this
approach and volume scattering data, such as that collected
from aggregations involving a varied distribution of animal

sizes and angles of orientation. It is possible to predict aver-
age scattering levels more accurately since the complex and
stochastic structure of the scattering is smoothed during the
averaging process. In this paper, the focus is on averages
over orientation since the number of animals for which there
are scattering data, and their size range, is relatively small.

At sufficiently high frequencies, acoustic returns from
aggregations of zooplankton tend to add incoherently. Thus,
average TS (510 logsbs! values were obtained by averaging
the differential backscattering cross section,sbs , over all
angles of orientation. Since there is little information avail-
able as to the natural orientation distributions of decapod
shrimp, or any other elongated fluid-like animals, average TS
values were calculated by assuming a uniform distribution of
orientations from 0–360°.

The average TS values as a function of frequency were
calculated for all four animals, for both single-frequency and
broadband data, and these results are shown in Fig. 4. Once
averages are taken, much of the fine structure observed in the
data on a ping-by-ping basis is smoothed out. The TS values
for animal 6 obtained from the 500-kHz broadband trans-
ducer were approximately 6 dB higher than those obtained
for the other animals. Although no errors were noted during
the data acquisition process for this animal, it is hypoth-
esized that this anomaly could be due to an error in an os-
cilloscope setting.

IV. MODEL PREDICTIONS

A. Comparison of TS predictions versus angle

Though the TS values predicted by both models spanned
a similar range for the frequencies and angles investigated, it
was found that the differences between the predicted scatter-
ing levels were generally larger at angles close to end-on
incidence than at angles close to broadside~Fig. 5!, with the
line-integral model predicting considerably higher values at
angles close to end-on incidence. These differences were

FIG. 4. TS averaged over orientation vs frequency for animals 6, 8, 9, and
10. The four solid lines represent data obtained using the 250-kHz broad-
band~BB! transducer. The four dashed lines represent data obtained using
the 500-kHz broadband transducer. The symbols represent the average TS
values obtained from the single-frequency, or narrow-band~NB!, data. The
averages are taken for all angles uniformly in one plane.
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accentuated at the higher frequencies@Fig. 5~b!#. For ease of
intermodel comparison, most scattering predictions were per-
formed in thef50° plane. However, predictions were also
made in thef545° andf590° planes, with trends in the
results similar to those found for thef50° plane.

B. Comparison of average TS predictions

The average TS was initially calculated for averages
taken over all angles of orientation uniformly distributed in
thef50° plane@Fig. 6~a!#. The average TS values predicted
by both models agree closely at the lower frequencies, but
the agreement deteriorates with increasing frequency. At 700
kHz, the line-integral prediction lies almost 10 dB higher
than the volume-integral prediction. At high frequencies, the
volume-integral model predicts that the average TS attains a
relatively constant value, whereas the line-integral model
predicts that the average target strength slowly increases with
increasing frequency, over the frequency range investigated.
Average TS values were then calculated with the625° cen-
tered about end-on incidence excluded@Fig. 6~b!#. In this
case, both models predict very similar average TS levels. It
can be seen that the differences between the model predic-
tions are generally within several dB at most frequencies
investigated. It is apparent from Figs. 5 and 6 that at higher
frequencies the line-integral model is predicting significantly
higher average TS levels when the averages include angles
close to end-on incidence. This trend was observed for allf
planes investigated.

C. Comparison of average RTS predictions for
different animals

The differences in the average RTS values obtained us-
ing the volume-integral model, for the three animals for
which CT scans were available, are illustrated in Fig. 7. The
average RTS values are plotted as a function of the dimen-
sionless productka so as to account for the different radii of
the animals.~The values ofa used to evaluateka are those
presented in Table II.! It can be seen that the structure of the

FIG. 5. Comparison of TS predictions for animal 11, in thef50° plane
~dorsal–ventral!, based on the line-integrated~dashed line! and volume-
integral ~solid lines! models. ~a! 200 kHz and~b! 600 kHz. The largest
differences observed between the two models occur at angles close to
head-on and end-on incidence~u5690°! where the line-integral predicts
higher backscattering levels, particularly at higher frequencies.

FIG. 6. Comparison of TS averaged over orientation vs frequency predicted
by the line-integral~dashed lines! and the volume-integral~solid lines! mod-
els for animal 11 in thef50° plane ~dorsal–ventral!. ~a! Averages per-
formed over all angles of orientation uniformly.~b! Averages performed
uniformly over all angles of orientation excluding the range of angles625°
centered on end-on incidence.

FIG. 7. Comparison of RTS averaged over orientation vska predicted by the
volume-integral model for animals 11~dashed line!, 13 ~thick solid line!,
and 14~thin solid line!, in the f50° plane~dorsal–ventral!. The average
torso radii, calculated from the 2D animal measurements~Table II!, were
used to evaluateka.
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average RTS is very similar for all three animals, and the
transition from Rayleigh to geometric scattering occurs at
similar ka values.

D. Comparison of average TS predictions for different
f planes

To illustrate that the conclusions drawn above are not
dependent on thef plane chosen, average TS values for
animal 13, calculated using the volume-integral model with
f50°, f545°, andf590°, are shown in Fig. 8. It can be
seen that the average TS values in the different planes differ
by no more than a few dB. There is a shift in the location of
the first peak and null which is probably related to the fact
that the average width of the animal is different in differentf
planes.

E. Variations in material properties

The effect on backscattering due to changes in material
properties was also briefly investigated. Two approaches
were taken. The first approach involved studying the effects
of changes in the values of the material properties, assuming
homogeneous values throughout the body interior. The
change in TS due to changes in the overall average levels of
g andh is given by

DTS5TS~2!2TS~1!520 log
~gk2gr!~2!

~gk2gr!~1! , ~8!

where TS(1) and TS(2) are the target strength values obtained
for ~otherwise identical! animals with average material prop-
erties given by (gk2gr)(1) and (gk2gr)(2), respectively.

In the second approach, following the work by Stanton
and Chu~2000!, two different material property profiles were
investigated, chosen to vary along the lengthwise axis of the
animal only. Although it is possible that the actual material
properties will vary in all directions, not just along the
lengthwise axis, we limit this investigation to this particular
scenario due to the large degree of speculation involved. In
addition, since we are only illustrating the point that small

changes in the material properties can cause large changes
in the scattering, this study is limited to variations in the
density contrast,g, keeping h constant at all times~h
51.0279!. When dealing with inhomogeneous material prop-
erties, Eq.~8! is no longer applicable and the full solution for
f bs must be calculated before averages can be taken. Cer-
tainly, due to the lack of information available, this work can
only be viewed as exploratory in nature.

The two material property profiles investigated involved

FIG. 8. Comparison of TS averaged over orientation vs frequency predicted
by the volume-integral model for animal 13 in three differentf planes. The
f50° plane corresponds to the dorsal side of the animal, whilef590°
corresponds to the left side of the animal.

FIG. 9. Material property profiles. Three different uniform values ofg were
investigated~dashed lines!: g51.0564, g51.0357,g51.015. The thick
solid line represents the profile with seven segments with a mean value of
g51.0357. The thin solid line represents the smoothly varying profile, with
the mean value also kept atg51.0357. The material profiles only varied
along the lengthwise axis of the animal.

FIG. 10. Effects on TS due to changes in material property profiles. The
predictions shown here are for a single realization based on the volume-
integral model for animal 11.~a! TS vs frequency foru526° andf50°
~;broadside!. ~b! TS vs frequency foru590° andf50° ~;end-on!. The
thick dashed lines correspond to a uniform value ofg51.0357, the thick
solid lines correspond to the segmented profile, and the thin solid line cor-
respond to the smoothly varying profile@almost indistinguishable from the
thick solid line in panel~a!#. The sound-speed contrast was held constant
with a value ofh51.0279 for all curves.
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~1! a profile with seven segments and~2! a smoothly varying
profile. These profiles are illustrated in Fig. 9. Each of these
profiles containedNz points, equal to the number of CT
slices. This approach was chosen since incorporation of these
profiles into the DWBA-based volume-integral model was
then straightforward, using Eq.~7!, as outlined in Sec. III C.
The segmented profile was chosen to have seven equal
length segments, each with a constant value ofg. The value
assigned tog in each segment was chosen randomly within
the limits of 1.015<g<1.0564, subject to the constraint that
the average value ofg remained at 1.0357. The smoothly
varying profile was chosen such that it was varied, approxi-
mately, between the same constraints, with the same average
value forg.

The effect on TS due to the different material property
profiles was calculated for animal 11 at two specific angles
of orientations @Figs. 10~a! and ~b!#. The two scattering
angles investigated were~a! u526° ~close to broadside!, and
~b! u590° ~close to end-on incidence!. u526° was chosen
instead of 0° since the peaks and nulls were more pro-
nounced at this angle. Average TS, where the average is over
all values ofu uniformly from 0 to 360° in thef50° plane,
for the two material property profiles is shown in Fig. 11.
The effect on backscattering when using the profile with
seven segments is highly dependent on angle, and can be
very large at angles close to end-on incidence. This is a good

FIG. 12. TS vsu for animals 8~a!–~d!
and 9~e!–~h! at 120 kHz~a!, ~e!, 165
kHz ~b!, ~f!, 200 kHz~c!, ~g!, and 258
kHz ~d!, ~h!. The dashed lines corre-
spond to line-integral predictions, the
thick solid lines correspond to
volume-integral predictions, and the
thin lines correspond to data. Broad-
side incidence corresponds to, ap-
proximately, u50° and 180°. End-on
scattering corresponds tou590°, and
head-on scattering corresponds to
u5270°. The volume-integral pre-
dictions are based on the CT scans
for animal 14, scaled to the size of
animals 8 and 9, respectively. To better
match the observed animal orienta-
tion during the data acquisition, the
line-integral predictions with the 2D
measurements were performed with a
30° out-of-plane tilt. However, the
volume-integral predictions shown
here, based on CT scans for animal 14,
do not include any out-of-plane tilt. It
is possible that the volume-integral
predictions would better match the
data if the dependence on tilt was fur-
ther investigated.

FIG. 11. Effects on TS, averaged over orientation due to changes in the
material property profiles. The predictions shown here are based on the
volume-integratal model for animal 11. The thin dashed lines correspond
to uniform values ofg51.0564~highest TS values! and g51.015 ~lowest
TS values!, respectively. The thick dashed line corresponds to a uniform
value ofg51.0357, the thick solid line corresponds to the segmented profile,
and the thin solid line corresponds to the smoothly varying profile. The
sound-speed contrast was held constant with a value ofh51.0279 for all
curves.
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illustration of the heightened sensitivity of the scattering pro-
cess to small inhomogeneities at angles close to end-on inci-
dence. This dependence, however, almost completely disap-
pears when averages over all angles of orientation are taken.
Also included in Fig. 11 is the TS for different constant
values ofg: g51.015,g51.0357, andg51.0564.

It is well known that scattering is highly sensitive to
small changes in the average values of the material proper-
ties, in agreement with the modeling predictions presented
here. Furthermore, it appears that the effects on backscatter-
ing ~before average TS values are calculated! due to changes
in the material property profiles have a relatively strong de-
pendence on orientation, with the largest effects occurring at
angles of orientation close to end-on incidence. Once aver-
age TS values are calculated, however, the differences in the
scattering between the different material property profiles
were almost completely eliminated. This is further evidence
that reproducing scattering on a ping-by-ping basis is more
difficult than predicting average quantities.

V. MODEL AND DATA COMPARISONS

A. Ping-by-ping

For all animals, it was found that the acoustic back-
scattering data were strongly dependent on both frequency
and angle of orientation. To illustrate this, TS as a function of
angle of orientation for animal 8 and 9 are shown in Fig. 12
at a selection of single frequencies. For comparison, predic-
tions made with the line- and volume-integral models are
also included. Since CT scans were not available for animals
8 and 9 as input into the volume-integral model, the CT data
for animal 14 were scaled to the same aspect ratio as that of
animals 8 and 9. It can be seen that the orientation depen-
dence of the backscattering increases with increasing fre-
quency, and the agreement between both the line- and
volume-integral predictions and the data is relatively good at
angles close to broadside. However, the agreement is not as
good at other angles, with differences of up to 20 dB ob-
served at 120 kHz for animal 9 between both models and the
data. The general agreement between the line- and volume-

FIG. 13. Scatter plots of RTS vsu for animals 6, 8, 9, and 10 at~a! 50 kHz
and ~b! 200 kHz. For all animals, broadside incidence corresponds to, ap-
proximately,u50° and 180°. End-on and head-on incidence correspond to
u590° andu5270°, respectively. For animals 6 and 8, all data were col-
lected with the dorsal–ventral aspects vertical~i.e., scattering in the side-
aspect plane!, while for animals 9 and 10 the dorsal–ventral aspect was
horizontal. There was some degree of out-of-plane tilt for all animals, but
typically <45°. This figure is included to illustrate the variability in the data.

FIG. 14. TS vs frequency andu obtained from the 250-kHz broadband
transducer for~a! animal 6;~b! animal 8;~c! animal 9; and~d! animal 10.
For clarity, only the first 180° of the data are shown here. The data have
been averaged over a small frequency band to reduce the high levels of
variability.

FIG. 15. TS vs frequency andu obtained from the 500-kHz broadband
transducer for~a! animal 6;~b! animal 8;~c! animal 9; and~d! animal 10.
For clarity, only the first 180° of the data are shown here. The data have
been averaged over a small frequency band to reduce the high levels of
variability.
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integral predictions is also better close to broadside than at
other angles. These observations indicate that the level of
sophistication of the model is less critical at angles close to
broadside. As will be discussed later, at these lower frequen-
cies the line-integral model is expected to reproduce the data
to a level of accuracy comparable to the volume-integral
model. It was also found that, for all animals, the data were
generally reproducible over the two full rotations, though the
variability in the backscattering between the different ani-
mals at any particular frequency was significant~Fig. 13!.

The broadband data were generally highly variable on a
frequency-by-frequency and angle-by-angle basis, exhibiting
much fine structure, particularly at the higher frequencies. To
illustrate this variability, TS values over a wide range of
frequencies and angles of orientation are shown in Figs. 14
and 15, corresponding to data acquired with the 250- and
500-kHz broadband transducers, respectively. To eliminate
some of this variability and allow the prominent features in
the data to be more easily observed, the data were averaged
over a narrow range of frequencies. However, it can be seen
that there is still a strong dependence on the frequency, the
animal number, and the angle of orientation.

B. Averages

Given the challenges associated with comparisons of
data and model predictions on a ping-by-ping basis, we also
assess the model performance based on comparisons of av-
erages taken over a uniform distribution of orientations. The
predicted average RTS values for animal 11 are compared to
the acoustic data obtained for animals 8 and 10, which had
similar aspect ratios, in Fig. 16. The predictions based on
both the line- and volume-integral models are included. Also
included are data taken from Fig. 7 from Stantonet al.
~1993b!. These data were obtained for backscattering from
aggregations of live tethered decapod shrimp~the same spe-
cies as that used in the present study! over a wide range of
frequencies from 50 kHz to 1.2 MHz. Stantonet al. ~1993b!
also compared these data to a ray-based bent cylinder model
in which averages over length and a uniform distribution of
orientations were taken.

The line- and volume-integral models were used to
make predictions for two different sets ofg and h values
@Figs. 16~a! and ~b!#. Predictions made usingg51.0357 and
h51.0279 are presented in Fig. 16~a!. These values ofg and
h were determined by Foote~1990! for Euphausia superba,
and have been used in the literature for common shore
shrimp. These values have been used for most of the predic-
tions presented in this paper. However, Stantonet al. ~1993b!
found better agreement with the data wheng5h51.06 were
used to make predictions with the ray-based model. The line-
and volume-integral predictions usingg5h51.06 are shown
in Fig. 16~b!. Recent measurements of the material proper-
ties of decapod shrimp have been performed by Chuet al.
~2000!, resulting in values forg ~51.043! andh ~51.0649 to
1.0736! that are close to the range of values investigated in
this study and by Stantonet al. ~1993b!.

It can be seen that, for a particular choice ofg and h
both the line- and volume-integral models predict similar
average RTS values for lowka values. However, at higherka

values the line-integral model predicts significantly higher
values for the average RTS than the volume-integral model,
with difference between the two models of almost 10 dB at
ka57. As was observed by Stantonet al. ~1993b!, the agree-
ment with the data is better wheng5h51.06 @Fig. 16~b!#.
With these values ofg and h, the predicted average RTS
values based on the volume-integral model for animal 11
generally agree well with the data over the range ofka values
investigated here.

It should be noted that the positions of the first two dips
and nulls predicted by the models is highly sensitive to the
value used for the mean radius. The mean radii shown in
Table II were calculated from the 2D photographic images
using all the measurements of radii along the lengthwise axis

FIG. 16. Comparison of predicted and measured average RTS vska. In both
panels, the thick solid lines correspond to the 250-kHz and 500-kHz broad-
band~BB! data obtained for animals 8 and 10. The open circles correspond
to the data obtained for animal 8 and 10 from the single-frequency, or
narrow-band~NB!, transducers. Data taken over a broad frequency range
~50 kHz–1.2 MHz! for live tethered decapod shrimp aggregations@Fig. 7
from Stantonet al. ~1993b!# are also included~crosses!. This is the same
species of animal as used throughout the current study. The dashed line
corresponds to predictions for animal 11 based on the line-integral model,
while the solid line corresponds to predictions based on the volume-integral
scattering model. Animals 8, 10, and 11 had similar aspect ratios. Two
different sets of values forg and h were investigated.~a! g51.0357 and
h51.0279. These values are taken from Foote~1990! and are commonly
used in the literature.~b! g5h51.06. These values were used in Fig. 7 of
Stantonet al. ~1993b! to compare the predictions of an averaged ray-based
model to the data included here. The agreement between the data and the
models is better wheng5h51.06, particularly at low frequencies and close
to the first null, which occurs at approximatelyka52. In addition, the
volume-integral model also reproduces the location of a second null appar-
ent in the data at approximatelyka53.8. The exact position of the nulls is
very sensitive to the value used for the mean radius. The values for the mean
radii for each animal shown in Table II were calculated from the 2D photo-
graphic images using all the radii except the ten points close to each end of
the animal. However, the difference between the mean radius calculated this
way and the maximum radius can be as large as 30%. In fact, it was found
that the best agreement between the model predictions~based on animal 11!
and the Stantonet al. ~1993b! data, in terms of the location of the first two
nulls, occurred when the calculation of the mean radii included only the 10
points closest to the center of the animal, which is the dominant source of
scattering.

1207J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Lavery et al.: 3D modeling of acoustic backscattering



of the animals, excluding the ten points at each end of each
animal~since the animals were strongly tapered there!. How-
ever, these mean radii differed by as much as 30% from the
maximum radius measured for each animal. It was found
here that the positions of the first two nulls observed in Stan-
ton et al. ~1993b! data could be best reproduced by using the
volume-integral model with a mean radius calculated from
the 10 points centered around the location of the maximum
radius~Chu et al., 1992!. That is, the mean radius was cal-
culated using the main part of the body only~i.e., the thorax
section!, which is similar to the mean radius used by Stanton
et al. ~1993b!. For animal 11 this resulted in a mean thorax
radius of 2.5 mm instead of 2.2 mm~an increase of approxi-
mately 14%!. With this value of mean radius, it can be seen
that the position of the first two nulls in the Stantonet al.
~1993b! data, atka52 and ka53.8, are reproduced very
well by the volume-integral model for animal 11.

Just as we have observed here for predictions based on
volume-integral model, Stantonet al. ~1993b! also found
good agreement between their ray-based predictions and the
data, in terms of the locations of the first two nulls atka
52 andka53.8. However, the ray-based model predicted a
deeper null atka52 than was observed in the data, with a
difference between the averaged RTS values at the locations
of the first peak and first null of approximately 12 dB. The
difference between the averaged RTS values at the location
of the first peak and first null is approximately 5 dB for the
volume-integral model which is in better agreement with the
data. In fact, it can be seen by comparing the predictions
made by Stantonet al. ~1993b! for the ray-based model to
the volume-integral model predictions shown here, that the
oscillations in the average RTS versuska are more accentu-
ated for the ray-based model over the entireka range inves-
tigated.

VI. DISCUSSION

One of the main findings of this modeling study is that
scattering from elongated fluid-like zooplankton at angles
close to end-on incidence is significantly more sensitive to
small changes in material properties and roughness, than
scattering at angles close to broadside. Furthermore, this sen-
sitivity is accentuated with increasing frequency. As a result,
it is correspondingly harder to accurately predict scattering at
angles close to end-on incidence.

At angles close to broadside, much of the structure ob-
served in the target strength as a function of frequency,
e.g., position and number of the peaks and nulls in the
frequency spectra, can be relatively well accounted for by
considering a simple two-ray model~Stantonet al., 1993a,
1993b; Stanton and Chu, 2000!. For weak scatterers a large
fraction of the incident energy is transmitted through the
front interface. Consequently, constructive and destructive
interference between the two primary rays that scatter from
the front and back interfaces is principally responsible for the
observed peaks and nulls. The phase difference between
these two primary rays is determined by parameters such as
the frequency and animal radius. Effects due to scattering
from volume inhomogeneities and surface roughness are ap-
parently small relative to the large primary returns from the

front and back interfaces, explaining the relative lack of sen-
sitivity of scattering at broadside incidence, as well as ex-
plaining the agreement observed between the different scat-
tering models.

In contrast, at angles close to end-on incidence, the scat-
tering is not dominated by two large returns from the front
and back interfaces, and small-scale variability such as sur-
face roughness and volume inhomogeneities play a more sig-
nificant role. Thus, to accurately model scattering at angles
close to end-on incidence it is necessary to have a more
detailed knowledge of the small-scale variability. It is now
possible to understand why predictions based on the line-
integral model do not agree with predictions based on the
volume-integral scattering model at angles close to end-on
incidence. There are a number of assumptions underlying the
line-integral model. A key aspect of this formulation is that
the animals are assumed to have a circular cross section at
every point along their lengthwise axis. This assumption of
cylindrical symmetry artificially introduces elevated rough-
ness levels, through the creation offacets, which will be
most highly accentuated at angles close to end-on incidence.
This problem has been identified by Stanton and Chu~2000!,
and results in increased scattering levels due to scattering
from these facets. Clearly, this problem is magnified with
increasing frequency as it becomes increasingly harder to
satisfy thel/10–l/20 resolution criterion mentioned earlier.
Although it may be possible to reduce the effect of facets by
increasing the resolution of the 2D measurements, it is an
intrinsic problem associated with this model and cannot be
eliminated entirely. Stanton and Chu~2000! also found that
the problem could be reduced by smoothing the surface
roughness profiles. However, the procedure was necessarily
subjective. The more rigorous method to eliminate the prob-
lem of facets is to obtain 3D digitizations of animal shape
and roughness, as was done in this study using high-
resolution CT scans. Finally, it should be noted that although
predictions based on the volume-integral model are compu-
tationally more intensive than those based on the line-
integral model, the difficulty involved in obtaining 3D mea-
surements of animal shape, and incorporating these
measurements into the model, is not significantly greater
than for the 2D measurements.

Various conclusions can be drawn from this study re-
garding the practical conditions under which it is necessary
to use the DWBA-based volume-integral scattering model
with high-resolution 3-D digitizations of animal shape. Be-
fore discussing the range of practical conditions in further
detail it should be noted that many of these conclusions are
based on predictions of average quantities. Once averages
are taken, either over a distribution of angles, lengths,
shapes, or sizes, much of the structure seen in the individual
pings will tend to be washed out. Consequently, the model
predictions tend to agree better with each other.

As was mentioned earlier, little is known about the natu-
ral orientation distribution of elongated fluid-like zooplank-
ton in their natural environment. Kils~1982!, Sameoto
~1980!, and Endo~1993! have described tank measurements
of the body orientations of Antarctic krill~Euphausia su-
perba!, and there have been similar studies~Miyashitaet al.,
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1996! performed onEuphausia pacifica. In a more recent
study, Benfieldet al. ~2000! have found that the natural body
orientation ofCalanus finmarchicus, another member of the
elongated fluid-like class of zooplankton, tends to be natu-
rally oriented with the animal body axis vertically up, with a
standard deviation of about 30°. Thus, based on the perfor-
mance of the volume-integral model as compared to the line-
integral model, it can be concluded that if the natural distri-
bution of orientations includes angles of incidence close to
end-on, more accurate scattering predictions are possible
with the volume-integral model. Likewise, there is little in-
formation currently available as to the variations in the ma-
terial properties throughout the body volume~Foote, 1998;
Yayanoset al., 1978!. However, it is possible that the mate-
rial properties will vary both along the lengthwise axis of the
animals, as well as radially. Once quantified, it would be
straightforward to include these volume inhomogeneities in
the volume-integral model.

It is apparent from this investigation that the DWBA-
based volume-integral scattering model, using high-
resolution 3D measurements of shape, reproduces the labo-
ratory data for common shore shrimp under certain
conditions. However, there are models that make use of sim-
pler representations of animal shape~Stanton and Chu, 2000!
that are also accurate over a narrow range of conditions.
Whether or not it is necessary to make use of a sophisticated,
but more complex, scattering model that incorporates high-
resolution measurements of animal shape may depend on the
particular application. In fact, based on the results of the
volume-integral model presented earlier, and depending on
the specific applications, the largest sources of error in pre-
dicting scattering in realistic field situations may be domi-
nated by the uncertainties in the material property and orien-
tation distributions. Finally, if the animal proportions~i.e.,
the general shape and aspect ratio! scale with the animal size,
it may be possible to create a database of scattering predic-
tions from 3D measurements of a relatively small number of
individuals.

VII. SUMMARY AND CONCLUSIONS

In summary, an acoustic scattering model for fluid-like
scatterers with complex shapes, which is based on the dis-
torted wave Born approximation and incorporates high-
resolution three-dimensional digitizations of shape, has been
developed. This model has a wide range of applicability, and
has been applied in this study to the specific case of decapod
shrimp ~Palaeomonetes vulgaris!, an elongated fluid-like
scatterer, which closely resembles many members of the
elongated fluid-like class of zooplankton. Detailed acoustic
scattering measurements of live individual animals have
been compared to the model predictions. These data, as well
as the modeling results and predictions, have shown that the
scattering process is highly complex and sensitive to the
shape and size of the organisms, in addition to the angle of
orientation, material properties, and acoustic frequency. This
high level of variability indicates that sophisticated models
are necessary to reproduce all aspects of the scattering pro-
cess on a ping-by-ping basis.

High resolution CT scans have been used to accurately
incorporate the full three-dimensional animal shape into the
DWBA-based volume-integral scattering model. Compari-
sons have been made between the volume-integrated model
and a DWBA-based line-integral scattering model that uses a
2D representation of animal shape. The model predictions
agree reasonably well with each other, and with the ping-by-
ping low-frequency narrow-band laboratory data, at angles
close to broadside~Fig. 12!. However, at angles close to
end-on incidence, neither model successfully predicted TS
value close to those observed in the ping-by-ping data, even
at the lower frequencies~Fig. 12!. It should be noted that CT
scans were not available for the same animals from which
the acoustic scattering data were collected; consequently, the
volume-integral predictions were based on measurements of
a scaled version of a different animal~scaled by aspect ratio!.
It has also been shown here that at higher frequencies the
line-integral model predicts higher average scattering levels
than those predicted by the volume-integral model or seen in
the averaged data~Fig. 16!, when averages are taken over all
angles of orientation~0–360°! in one plane. The higher av-
erage scattering levels can be understood in terms of the
creation of facets during the 2D digitization process. This
was not the case with the volume-integral approach in which
3D CT scans were used to obtain the digitizations of animal
shape. We conclude that care must be used with the line-
integral model, particularly at higher frequencies. In contrast,
the DWBA-based volume-integral scattering model, which
makes use of the high-resolution 3D measurements of animal
shape, compared better with the averaged data~Fig. 16! over
the full frequency range investigated.

One of the many aims of studies such as this one is to
improve estimates of the numerical abundances of zooplank-
ton as extracted from acoustic data obtained during field sur-
veys, as well as to perform classification of zooplankton ag-
gregations. However, accurately extracting this information
from the acoustic field data remains a challenging problem.
Investigations such as the one presented here, which com-
bine a general scattering formulation with high-resolution
morphological information and high-quality laboratory data,
are key to the quantitative use of acoustics in studying
zooplankton in the ocean.
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This paper presents an evaluation of the classical model for determining an ensemble of the
broadband source spectra of the sound generated by individual ships and proposes an alternate
model to overcome the deficiencies in the classical model. The classical model, proposed by Ross
@Mechanics of Underwater Noise~Pergamon, New York, 1976!# postulates that the source spectrum
for an individual ship is proportional to a baseline spectrum with the constant of proportionality
determined by a power-law relationship on the ship speed and length. The model evaluation,
conducted on an ensemble of 54 source spectra over a 30–1200-Hz to 1200-Hz frequency band,
shows that this assumption yields large rms errors in the broadband source level for the individual
ships and significantly overestimates the variability in the source level across the ensemble of source
spectra. These deficiencies are a consequence of the negligible correlation between the source level
and the ship speed and the source level and the ship length. The alternate model proposed here
represents the individual ship spectra by a modified rational spectrum where the poles and zeros are
restricted to the real axis and the exponents of the terms are not restricted to integer values. An
evaluation of this model on the source spectra ensemble indicates that the rms errors are
significantly less than those obtained with any model where the frequency dependence is
represented by a single baseline spectrum. Furthermore, at high frequencies~400 to 1200 Hz!, a
single-term rational spectrum model is sufficient to describe the frequency dependence and, at the
low frequencies~30 to 400 Hz!, there is only a modest reduction in the rms error for a higher order
model. Finally, a joint probability density on the two parameters of the single term model based on
the measured histograms of these parameters is proposed. This probability density provides a
mechanism for generating an ensemble of ship spectra.@DOI: 10.1121/1.1427355#

PACS numbers: 43.30.Nb, 43.30.Zk@SAC-B#

I. INTRODUCTION

Ambient noise constitutes the primary limitation on the
performance of passive surveillance systems. Among the dif-
ferent sources of ambient noise, merchant shipping is the
principal contributor over the frequency band of 5 Hz to as
high as 1 kHz.1 Within this band, the shipping noise level can
be as much as 40 dB higher than the local wind-noise levels.
Accordingly, considerable effort has been directed towards
developing numerical models that describe properties of
ship-induced noise observed by the system of interest. These
noise models consist of a source model which describes both
the sound generated by the individual ships and the locations
or tracks of those ships, and a propagation model which de-
scribes the propagation of the sound generated by the indi-
vidual ships to the region occupied by the system. In most of
these models, the sound radiated by a ship is represented by
associating a source spectrum with a monopole source lo-
cated at some nominal depth; the propagation model then
computes the Green’s function from the source location to
the region occupied by the system. Clearly, the integrity of
these noise models is critically dependent on the correctness
of the ship source level model.

Qualitatively, the spectrum of the sound generated by a
ship consists of a broadband component, generated by pro-
peller cavitation, and a number of narrow-band lines gener-
ated by both propeller cavitation~the blade lines! and inter-
nal machinery ~engine, generators, pumps, etc.!. The

broadband sound generated by propeller cavitation results
from the collapse of cavitation voids generated on the front
~lifting ! side of each propeller blade as that blade passes
through the low-flow velocity region near the top of its cycle
of rotation. The blade lines in the propeller cavitation spec-
trum are produced by the changing volume of the region
occupied by the cavitation voids. This volume varies in a
cyclic fashion, reaching a peak as each propeller blade nears
the top of its rotation.2,3 Much of this knowledge is summa-
rized in the texts by Ross,4 Blake,5 and Breslin and
Anderson.6

Models for the hydrodynamic processes related to the
generation of the cavitation volumes and the resulting pres-
sure fields have been developed. In particular, there is a sig-
nificant body of work directed towards estimating the size of
the cavitation volume on the blade in the presence of un-
steady flow.7,8 These models do not describe the distribution
of the individual voids within the cavitation volume. More-
over, these models, which are largely numerical, require such
a detailed knowledge of the physical parameters of the ship
and the inflow to the propeller disk as to be currently imprac-
tical for predicting the cavitation volume across a large en-
semble of diverse ships. Much of this work has been moti-
vated by an effort to determine the pressures produced on the
hull by the intermittent cavitation of the propeller.

To the authors’ knowledge only one model for propeller-
generated noise has been proposed that directly incorporates
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a description of the hydrodynamic cavitation processes.9 In
this model the far-field acoustic pressure is viewed as the
superposition of the contributions of the collapse of the in-
dividual voids that constitute the cavitation volume. To the
authors’ knowledge this model has not been tested experi-
mentally. Furthermore, this model does not include the near-
field acoustic propagation effects and requires a knowledge
of quantities such as the flow inhomogeneity and the distri-
bution of initial cavitation bubble sizes.

Structural models related to the coupling of machinery
vibrations through the fluid-loaded hull have been devel-
oped. Predictions can be made for the noise levels radiated
from the hull from a known internal source, if a detailed
description of the ship’s structure is available.

The relation of the pressure in the source generation
region to the far-field acoustic pressure is governed by the
Green’s function. A complete calculation of the Green’s
function in the near-field environment of a ship would in-
clude: the interaction of the sound with the hull and the
propeller, reradiation by the propeller wake, a time-varying
surface overhead, propagation of the generated sound
through the hull wake, and reflection off of a rough sea sur-
face which includes the ship’s bow wake. This is a complex
four-dimensional problem in space and time. To the authors’
knowledge there has been no work done on this problem
starting from the source generation region on the front sur-
face of the rotating propeller.

In the absence of a quantitative physical theory, the am-
bient noise modeling community has adopted an empirical
model developed by Ross in his seminal work on ship-
radiated noise4 conducted up to the early 1960’s. This model
postulates that the source spectrum for an individual ship is
proportional to a baseline spectrum with the constant of pro-
portionality determined by a power-law assumption on spe-
cific parameters of the individual ships. Among the different
formulations of the power-law model that have been pro-
posed, the one based on the ship speed and length is the most
common, since these parameters can be derived from ship’s
registry data, which are readily available. The ensemble of
source spectra required in noise model applications can then
obtained from a joint probability density on the ship speeds
and lengths which, itself, can be determined from ship’s reg-
istry data. Alternatively, the parameters can be determined
from independent measurements of specific ship speeds and
lengths in a region of interest.

In this paper, we present an analysis conducted on an
ensemble of measured ship source spectra which shows that
these spectra are not well approximated by a power-law
model based on the ship speed and length. In particular, it is
shown that large errors in the spectra of individual ships
result from a power-law model of the form proposed by
Ross. Furthermore, the power-law model overestimates the
variability in an ensemble of source spectra. These deficien-
cies are largely due to the fact that the source level of indi-
vidual ships is not well correlated with its speed and length.
In conducting this analysis, the temporal properties of the
spectrum are ignored and will be treated in a further paper.

In the light of these deficiencies, we propose an alternate
model that approximates the individual ship spectra by a

modified rational spectrum. A probability law on the param-
eters of the rational spectrum model, derived from the data,
provides the mechanism for generating an ensemble of ship
spectra for use in noise models. While this model does not
relate the individual spectra to ship registry parameters, as
does the Ross model, it does provide a more accurate ap-
proximation to both the individual spectra and the variability
in the ensemble of ship spectra. Neither the proposed model
nor Ross’ power-law model seeks to describe the line struc-
ture of the source spectrum.

The paper is organized as follows. In the next section,
we present an overview of the methodology used to acquire
the ship-radiated noise data and to derive the estimates of the
source spectra from that data. In Sec. III, we describe the
variability in the source spectra ensemble and identify fre-
quency bands where the nature of that variability is different.
In Sec. IV, we present an evaluation of the historical Ross
model on the current source spectra ensemble and discuss the
deficiencies in the power-law assumption by comparing re-
sults obtained with other models of the same general form.
Section V presents an analysis of the rational spectrum
model proposed in this paper and an approximation to the
joint probability density on the parameters of this model.
Finally, a summary and a discussion of the results are pre-
sented in Sec. VI.

II. MEASUREMENT AND PROCESSING
METHODOLOGY

The results presented in this paper are based on ship-
radiated noise~SRN! measurements conducted over a 7-year
period, 1986–1992, on 272 ships in the Mediterranean Sea
and the Eastern Atlantic Ocean. The measurements for each
year were obtained over a several day period in the same
geographical area. All of these areas were located in deep
water over an abyssal plain except one, which extended over
a continental shelf. For each ship, the acoustic data was ac-
quired on two sonobuoys deployed on either side of the ship
at a depth of 300 m and at a closest-point-of-arrival~CPA!
range that varied from about 360 m to about 1800 m, de-
pending on the ship. About 10 minutes of data were acquired
on each of the two sonobuoys. In addition to the acoustic
data, both environmental and ship parameter data were ob-
tained for each ship. The environmental data included AXBT
measurements of the water temperature, wind speed and di-
rection data, and estimates of the number of other ships in
the vicinity of the measured ship. The ship parameter data
included the ship name, type, and speed. Additional ship pa-
rameters were obtained from Lloyd’s Registry of Shipping10

for 200 of the 272 ships. This database was provided to the
authors under an international data exchange agreement. To
our knowledge, it is the largest collection of deep-water mer-
chant ship-radiated noise measurements that is currently
available.

The source spectra were obtained from the time series of
the ship-radiated-noise spectra after dividing by the range–
frequency propagation function. The complex SRN spectro-
grams were computed as 2-s Fourier transforms using Hann
shading to provide a 0.75-Hz analysis bandwidth and 50-
percent overlap to provide a 1-s sampling interval. The SRN
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FIG. 1. ~a! Measured received level spectrogram for the SHINOBU. ~b! Time-frequency dependence of the point source transmission loss for~a! using Gray and
Greeley’s source depth.

FIG. 2. ~a! Source level spectrogram for the SHINOBU calculated from Fig. 1~a! using an upper-quadrant representation for the source distribution.~b!
Time-frequency dependence of the upper quadrant source distribution transmission loss used to calculate~a!.

FIG. 3. ~a! Source level spectrogram for the SHINOBU calculated from Fig. 1~a! using a Gaussian source distribution, standard deviation equal to one-half of
the propeller radius.~b! Time-frequency dependence of the Gaussian source distribution transmission loss used to calculate~a!.

1213J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 S. C. Wales and R. M. Heitmeyer: Merchant ship noise model



spectrograms were computed over a 30–1200-Hz frequency
band with the upper frequency determined by sampling rate
limitations and the lower frequency determined by uncertain-
ties in the hydrophone calibration at low frequencies. The
propagation function for each ship was computed by repre-
senting the source region as a vertical line distribution of
incoherent point sources. A wave number integration
model11,12 was used with a representative acoustic environ-
ment for each of the measurement areas to compute the
Green’s function from each of the point sources. The source
spectrogram obtained from the SRN spectrogram and the
propagation function was corrected for the time-dependent
Doppler associated with the ship’s passage and expressed in
amplitude units of dBre: 1 mPa/Hz at 1 m. Finally, the
source spectrum itself was computed from the source spec-
trogram as a time average of the amplitude squared over a
2-min interval centered about the CPA time.

The specific source distribution used to compute the
propagation function was selected to both account for the
finite extent of the cavitation volume for each ship and to
provide a rough approximation for the propagation effects
associated with that cavitation volume. The considerations
leading to the choice of the source distribution are illustrated
in Figs. 1, 2, and 3. Figure 1 shows a spectrogram of the
ship-radiated noise for a specific ship along with the point-
source transmission loss computed along the source–receiver
track for that ship. The specific example shown is a large
tanker~the SHINOBU! with a 14.6-m draft that passed by the
sonobuoy with a CPA of 1090 m. The source depth for the
calculation, 7 m, was based on a formula provided by Gray
and Greeley,13,14 which estimates the center of the cavitation
volume to be below the top of the propeller blade arc by an
amount equal to 15 % of the propeller diameter. There are
two dominant features in the transmission loss plot of Fig.
1~b! the high loss region~black! located at the time–
frequency boundary of the plot and the ‘‘horseshoe’’-shaped
pattern located in the center of the plot. By construction,
both of these features are symmetric with respect to the CPA
time. The high loss region is due to the propagation induced
shadow zone that occurs near the extremes of the time inter-
val and due to mode cutoff at low frequencies. The
horseshoe-shaped pattern is due to the interaction of the di-
rect and the surface reflected propagation paths as the point
source moves along the source–receiver track, i.e., the
Lloyd’s mirror effect.

The measured SRN spectrogram@Fig. 1~a!# shows ves-
tiges of the horseshoe pattern seen in the point source propa-
gation function of Fig. 1~b!. Moreover, the locations of the
low-level contours in the SRN spectrogram correspond
closely to the high loss contours in the propagation spectro-
gram. However, the extremely low levels in the SRN spec-
trogram that would result from the high loss contours in the
propagation spectrogram are not evident, even after account-
ing for the increase in the levels due to the ambient noise
background. It is also noted that, in addition to the horseshoe
structure, the measured SRN spectrogram shows asymme-
tries with respect to the CPA time. These asymmetries are
likely due to asymmetries in the source directionality that
result from the differences in the factors that affect the local

propagation of the cavitation-induced energy in the forward
and aft directions, e.g., hull interaction in the forward direc-
tions, propeller and hull wake interaction in the aft
directions.15 It is, of course, not possible to unambiguously
distinguish the source directionality features in the SRN
spectrogram from the propagation-induced features. Never-
theless, the correspondence between Figs. 1~a! and ~b!
strongly suggests that at least part of the symmetrical
horseshoe-shaped feature in the SRN spectrogram can be in-
terpreted as the result of propagation from a localized source
located below the ocean surface. However, the disparity in
the extent of the decrease in level in the SRN spectrogram
and the extent of the increase of the loss in the propagation
function suggest that this source cannot be approximated as a
point source.

To obtain further insight into the nature of the source
distribution we have computed the source spectrogram cor-
responding to the SRN spectrogram of Fig. 1 for two as-
sumed point-source distributions. The results, along with the
corresponding propagation spectrograms, are shown in Figs.
2 and 3. Figure 2 show the propagation spectrogram for a
distribution that is intended to describe only the extent of the
cavitation volume and the source spectrogram that results
from that propagation spectrogram. The source distribution
for the propagation functions has a vertical extent that spans
the upper half of the propeller blade arc as estimated from
the Gray and Greeley formula. The source-weighting func-
tion for this source distribution was derived under the as-
sumption that the cavitation volume is uniformly distributed
across the upper quadrant of the region swept out by the
propeller. This is a reasonable depth-weighting approxima-
tion to the observed cavitation volumes reported in the
literature.7,13,16A comparison of the ‘‘upper quadrant propa-
gation’’ function @Fig. 2~b!# with the point-source propaga-
tion spectrogram@Fig. 1~b!# indicates that the effect of the
distributed source is to reduce the levels in the high loss
regions of the horseshoe pattern in the point-source spectro-
gram. However, the amount of this reduction is not sufficient
to remove the apparent propagation-induced artifact that ap-
pears as the horseshoe pattern in the source spectrogram of
Fig 2~a!. This is not surprising since, even if the upper quad-
rant representation provided an acceptable approximation to
the cavitation volume, the resulting propagation spectrogram
assumes that the only important effect of the propagation of
the upward component of that energy is an interaction with a
flat, purely reflecting ocean surface in a bubble-free water
column. Within the constraints of the point-source distribu-
tions proposed here~a vertical line of weighted point
sources!, this artifact can only be reduced by increasing the
vertical extent of the distribution and/or altering the weight-
ing function.

Figure 3~b! shows the propagation spectrogram for one
such source distribution assumed and the source spectrogram
that results from that propagation spectrogram. The point-
source distribution for the propagation spectrogram is a
Gaussian weighting function with a standard deviation equal
to one-quarter of the propeller diameter.17 As seen in the
comparison of the propagation spectrogram plots@Figs. 3~b!
and 2~b!#, the increase in the vertical extent of the source
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distribution has further reduced the loss in the horseshoe pat-
tern and the increase in the depth of the centroid of the
weighting function has slightly changed the location and
shape of the pattern. An inspection of the source spectrogram
for the ‘‘Gaussian’’ source distribution@Fig. 3~a!# indicates
that these changes have essentially eliminated the propaga-
tion artifact in the source spectrogram.

Based on the considerations illustrated in the example of
Figs. 1, 2, and 3, we have used the Gaussian source distri-
bution to compute the source spectra discussed in this paper.
We do not assert, however, that this source distribution prop-
erly represents the finite extent of the cavitation volume nor
the physics of the local propagation of the energy radiated
from that region. Indeed, the size of the cavitation volume
can vary from a small region near the upper tip of the pro-
peller blade arc for some ships to the full arc for other ships.
Furthermore, a rigorous analysis of the local propagation ef-
fects would require a detailed knowledge of the shape of the
hull and the propeller blade, the location and shape of the
hull and the propeller wakes, the bubble radii distributions
both within and outside of these wakes, and the effect of
these wakes on the time-varying shape of the ocean surface.
It is likely that a detailed analysis of both the size and the

location of the cavitation volume and the local propagation
effects would lead to a considerably more complex model for
the local acoustic environment and the source distribution.
Such a model would be required to estimate the full eleva-
tion and aspect angle dependence of the source directionality
from SRN measurements.18 However, for the near-beam as-
pect angles and the limited elevation angles associated with
the source spectra of interest here,19 the Gaussian source
distribution is believed to be adequate.

We conclude this section with some observations on the
effect of the source distribution assumption that will be use-
ful in the discussion of the historical Ross model in Section
IV. To this end, we note that in the early work by Ross and
others, the source spectra were obtained by assuming a point
source located at the ocean surface and a propagation loss
determined by spherical spreading at a range given by the
distance to the receiver, the slant range. As such, the result-
ing source spectra correspond to a monopole source located
at the ocean surface in a homogeneous space. The implica-
tions of this assumption on the propagation and the corre-
sponding source spectrograms for the SHINOBU are shown in
Fig. 4. By assumption, the propagation spectrogram@Fig.
4~b!# is independent of frequency and hence does not show
either the horseshoe pattern associated with the Lloyd’s mir-
ror effect nor the low-frequency roll-off associated with

FIG. 5. Selected source spectra~colored curves! and the ensemble average
spectrum~black curve!.

FIG. 6. Frequency-dependent ensemble standard deviation curves for the
total spectrum level~thin curve! and the broadband curve~thick curve!.

FIG. 4. ~a! Source level spectrogram for the SHINOBU calculated from Fig. 1~a! using a surface monopole representation.~b! Time-frequency dependence of
the surface monopole transmission loss used to calculate~a!.
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mode cutoff that appear in the propagation spectrograms of
Figs. 1~b!, 2~b!, and 3~b!. Accordingly, vestiges of the horse-
shoe pattern remain in the corresponding source spectrogram
and the low-frequency levels,,80 Hz, are lower than those
in the source spectrograms of Figs. 2 and 3.

The difference in the low-frequency levels across the
ensemble of source spectra is of particular interest in the
analysis of Sec. IV. To provide a basis for the discussions of
Section IV, consider the ‘‘finite dipole’’ model of Fig. 1~b!,
where a single point source is located at a depth,d, below a
flat ocean surface. Neglecting bottom interaction and sound-
speed refraction, the acoustic intensity resulting from this
source distribution is approximately given by (d/l)2 for
d/l!(2 sinu)21, whereu is the depression angle to the re-
ceiver position. Accordingly, for a given ship~fixed d!, a
constant amplitude SRN spectrum would yield a source
spectrum with anf 22 dependence at the low frequencies
where the approximation is valid. Moreover, for an ensemble
of ships, a constant amplitude SRN spectrum would intro-
duce ad22 dependence in the ensemble of source spectra.
Now, if the source depth is proportional to the propeller
depth and if the latter is proportional to the ship length,L,
then thed22 dependence is equivalent toL22 dependence.
The monopole source model has neither a frequency depen-
dence nor a ship length dependence. Thus, for low frequen-
cies, not only the form of an individual source spectra but
possibly the ship length dependence across an ensemble of
spectra are fundamentally different for the monopole and the
finite dipole source representations. These remarks extend to
the distributed source model assumed in the results presented
here.

III. MEASURED SOURCE SPECTRA

In this section, we describe the variability in the source
spectra and identify two low-frequency bands and a high-
frequency band where the nature of that variability is differ-
ent.

We begin with a qualitative description of the source
spectra ensemble. Figure 5 shows a representative sample of
the individual source spectra from the ensemble, together
with the mean spectrum computed as a decibel average over
all spectra in the ensemble.20 It is seen in the figure that at
the lower frequencies, less than 400 Hz, the individual spec-
tra exhibit a complicated frequency structure with consider-
able variation in that structure from one spectra to another.
This is due, in part, to the presence of the blade and machin-
ery lines~cyan, magenta, and green spectra! and to the vari-
ability in the broadband components of the individual spectra
~blue, red, and green spectra!. Furthermore, many of the
spectra in the ensemble exhibit one or more broad peaks
~orange, green, blue, and red spectra!, with some of those
local peaks extending as high as 400 Hz~orange and green
spectra!. On the other hand, at frequencies above 400 Hz
there are considerably fewer lines and the broadband com-
ponents of the spectra have a much simpler structure. In fact,
excluding the spectral lines, most of the individual spectra
are well approximated by af 2p dependence for values ofp
near 2. A small fraction of the ships~5%–10%! have a com-

plex line structure that extends into the high-frequency band
similar to the spectrum shown in red.

Finally, it is seen that the mean spectrum is a compara-
tively smooth curve, as might be expected, since the number
of spectra in the ensemble is sufficient to average out the line
contributions from the individual spectra. Using the rational
spectrum approximation described in Section VII, it can be
shown that the mean spectrum can be approximated by

S̄~ f !5230.0210 log~ f 3.594!110 logS S 11S f

340D
2D 0.917D ,

to 0.6 dB rms over the 30–1200-Hz frequency band. An
inspection of this equation indicates that at both low and
high frequencies, the spectrum can be approximated by a
simple power law. The low-frequency exponent of this
power law is23.6; the high-frequency exponent is21.76.
The breakpoint frequency between the high-frequency and
the low-frequency asymptotes is 340 Hz.

The preceding discussion asserts that the 30–1200-Hz
frequency band can be partitioned into two frequency bands:
a low-frequency band~30–400 Hz! and a high-frequency
band~400–1200 Hz!. In the high-frequency band, the indi-
vidual spectra exhibit a comparatively simple frequency de-
pendence and there is only a modest variability in the spectra
across the ensemble. In the low-frequency band, the fre-
quency dependence of the individual spectra is considerably
more complex and the variability across the ensemble of
spectra is significantly greater. Furthermore, the complexity
in the frequency dependence of the individual spectra in the
low-frequency band is due in part to the large number of
strong spectral lines present in this band.

To provide quantitative measures of the variability, we
have decomposed each spectrum into a line component and a
background component. This was done using a line detection
algorithm that computes the background component using
the median filter algorithm of Wolcin.21,22 The detection
threshold for this algorithm was set to detect all lines that
exceeded the background component by 50%. This threshold
corresponds to a minimum line-to-background ratio of23.0
dB. The background component was computed at a more
stringent 42.5%, rejecting possible lines of23.7 dB.

We consider first the variability in the spectra across the
ensemble. To this end, we have computed the ensemble stan-
dard deviation of both the total spectrum level and the back-
ground level as a function of frequency. The results are plot-
ted in Fig. 6. As seen in the figure, the standard deviation of
the total spectra varies about a nominal value of about 5.3 dB
for frequencies below about 150 Hz and then decreases to a
nominal value of about 3.1 dB for frequencies greater than
400 Hz. This indicates that the complexity of the source
spectra in the low-frequency band due the variability across
the ensemble is limited to frequencies below 400 Hz. More-
over, the comparatively small values of the total standard
deviation above 400 Hz are consistent with the observation
that there is only a modest ensemble variability in the high-
frequency band. The standard deviation of the background
component exhibits the same frequency dependence as the
standard deviation for the total spectrum. Furthermore, it dif-
fers from the nominal value of the total standard deviation
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only for frequencies below about 100–150 Hz and this dif-
ference is less than about 0.5 dB. Taken together, these re-
sults indicate that the ensemble variability in the total spec-
trum is not due to the presence of spectral lines except for
frequencies below about 150 Hz, and for these frequencies
the effect of the spectral lines is minimal.

To obtain a higher-order description of the ensemble
variability, it is useful to restrict the analysis to frequency
bands where the nominal standard deviation is approximately
constant, permitting an examination of the distributions. This
requires a second division of the total frequency band into a
low-frequency and a high-frequency band in addition to the
partition based on the form of the individual spectra. The
discussion of Fig. 6 suggests a 30–150-Hz low-frequency
band where the standard deviation is approximately 5.3 dB
and a 400–1200-Hz high-frequency band where the standard
deviation is about 3.1 dB. To simplify the nomenclature in
the remainder of the paper, we restrict the high-frequency
band based on the nominal standard deviation to 400–1200
Hz so that it coincides with the high-frequency band based
on the form of the spectra. However, for reasons that will be
discussed later, we will preserve the distinction between the
30–150-Hz band based on the nominal standard deviation
and the 30–400-Hz band based on the form of the individual
spectra. We will distinguish between the two low-frequency
bands by referring to the 30–150-Hz low-frequency band as
the constant-sigma low-frequency band and to the entire 30–
400-Hz low-frequency band as simply the low-frequency
band. Comparisons with data distributions, either as histo-
grams or CDFs, will only be carried out in the regions of
constant sigma, 30–150 Hz and 400–1200 Hz.

With this nomenclature at hand, we describe the en-
semble variability in terms of histograms of the relative
source level. These histograms, which are shown in Fig. 7,
are computed over the constant variability low-frequency
and high-frequency bands identified above. Each of these
histograms was obtained by subtracting the mean spectrum
from the total spectrum at each frequency in the band and
then pooling the relative levels over that frequency band.
This is equivalent to computing the relative level histogram
at each frequency in the band and then averaging the results.
Furthermore, since the nominal standard deviation is con-
stant over the band, each histogram provides an estimate of
the probability density for any frequency in that band, pro-
vided that that underlying density depends only on its mo-
ments up to order two. Also shown in each plot is a Gaussian
probability density determined by the measured standard de-
viation for each band. As seen in the figure, the relative
source level histograms are reasonably well approximated by
a Gaussian probability density with a frequency-dependent
standard deviation.

Next, we consider the effect of the lines on the complex-
ity of the individual spectra. To provide a measure of this
effect, we have computed both the average number of lines
and the average of the ratio of the line energy to the total
energy of those lines as a function of frequency. The line
number averages are shown in Fig. 8~a! in contiguous 10-Hz
frequency intervals and normalized to unit Hz. As such, an
average line number value at a given frequency can be inter-

preted as the probability of observing a line in a 1-Hz fre-
quency interval on a ship picked at random from the en-
semble, provided that the line occurrences are statistically
independent and identically distributed across the ensemble
of ships. With this interpretation, the plot of Fig. 8~a! indi-
cates that the line occurrence probability drops rapidly from
a nominal value of about 0.15 at 30 Hz to a nominal value of
about 0.04 at 150 Hz. For frequencies greater than about 150
Hz, the line occurrence probability decreases over the fre-
quency band with the exception of a slight peak in the vicin-
ity of 400 Hz. As noted earlier, the large line occurrence
probabilities at the low frequencies are primarily due to the
blade lines which are evident in most, but not all, of the
spectra in the ensemble.

The line energy ratios, Fig. 8~b!, were also computed as
averages from the lines detected in contiguous 10-Hz fre-
quency bands. A comparison of this plot with the average
line number plot of Fig. 8~a! indicates that not only are there
a larger number of lines in the 30–100-Hz frequency band,
but the lines in that band contain a significantly higher pro-
portion of the total energy than at the higher frequencies.
Furthermore, the larger line occurrence probabilities in the
vicinity of 400 Hz are seen to be coupled with slightly larger
line energy ratios in this band. An analysis of the line struc-
ture of the individual spectra indicates that most of the com-
paratively large lines in the 30–100-Hz band are blade lines,
whereas, many of the lines in the vicinity of 400 Hz are
engine-related lines.

The results presented in Fig. 8 suggest that the effect of

FIG. 7. The relative source level histograms and normal probability densi-
ties: ~a! 30–150-Hz band and~b! 400–1200-Hz band.
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the lines on the complexity of the individual spectra is also
largely limited to the 30–150-Hz frequency band. Beyond
these frequencies, both the line occurrence probabilities and
the line energy ratios are small. However, we note in passing
that there is a large variability in the number of lines detected
on the individual ships. A detailed count of the number of
lines detected in the 30–1200-Hz band on each ship indi-
cated that 43 percent of the ships have 20 lines or less, and 9
percent have over 160 lines in the band. The maximum num-
ber of lines detected on a single ship was 187; the average
number of lines on a ship was 38. Clearly, these numbers
depend on the specific detection threshold used in the line
detection algorithm.

We conclude this section with a brief comparison of the
source spectra reported by Scrimger and Heitmeyer23 with
those presented here. The Scrimger and Heitmeyer spectra
were obtained for 50 ships over a 70–700-Hz frequency
band from comparatively long-range measurements~2.5–35
km! using a towed array to resolve the individual ship con-
tributions. The source spectra were derived from a transmis-
sion loss computed using a PE propagation model~PAREQ!
for a point source at a common depth of 6 m for all ships.
The resulting source spectra are similar in form to those of
Fig. 5, but the levels are significantly larger, by 7–10 dB.
Furthermore, at the lower frequencies the variability in their
source spectra across the ensemble is comparable to that re-
ported here. However, at the high frequencies there is con-
siderably more variability in their spectra as evidenced by

their larger standard deviation~s56.8 dB, 400–700 Hz! and
the increased spread in their relative level histograms. It is
possible that the increased variability at the high frequencies
is due to range-frequency variability introduced in the long-
range transmission loss calculations. The causes of the dis-
crepancy in the mean spectra are not known.

IV. THE POWER-LAW ASSUMPTION

In this section, we present an evaluation of both the
historical Ross model and an optimum model of the same
form as the Ross model using the source spectra data set
described in the preceding section. To provide a basis for the
analysis presented in this and the following section, we first
introduce some formal definitions.

A. Background definitions

A ship spectra model is a function of the formŜ( f ,a)
that determines a source spectrum,Ŝi( f )5Ŝ( f ,ai), in terms
of a P-dimensional parameter vector,ai5(a i ,1 ,...,a i ,P).
The model can be either a physics-based or empirical model.
In the physics-based model, the source spectrum function,
Ŝ( f ,a), is determined from the physical laws governing the
sound generation processes and the parameter vector,a, de-
scribes the parameters of those processes. In the empirical
model, the form of the source spectrum function is postu-
lated based on physical or functional approximation argu-
ments. In this case, the source spectrum function also de-
pends on a vector of model constants,c, which must be
determined from an ensemble of measured source spectra,
$Si( f ),i 51,...,NS%. In either case, the source spectra model
can be used to determine an ensemble of source spectra for
the ships in a region if the parameter vectors for those ships
are known. For certain parametrizations, the parameter vec-
tors can be determined through direct measurements on the
individual ships that are actually present in a region during a
time interval of interest. In these cases, an ensemble of
source spectra for those specific ships can be generated from
the source spectrum function and the measured parameter
vectors. Alternatively, the parameter vectors can be described
by a probability density,pa(a1 ,...,aP), which can be deter-
mined from archival measurements or from ship-routing
models. In these cases, it is only possible to associate the
statistics of the ensemble of source spectra with those of a
‘‘representative’’ ensemble of ships.

The correctness of the model is determined by the accu-
racy to which it represents the individual source spectra in an
ensemble of spectra. None of the models considered in this
paper seeks to provide a totally accurate description of the
spectrum, since none of them attempts to describe the spec-
tral line structure. Given this limitation, a reasonable mea-
sure of the accuracy of the source spectra models is provided
by the ensemble average of mean-square error

«25^« i
2& I , ~1a!

where

« i
25^~Si~ f j !2Ŝi~ f j ,ai !!2&F ~1b!

FIG. 8. Spectral line properties:~a! Average number of lines per hertz as a
function of frequency.~b! Average line-to-total energy ratio as a function of
frequency.
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is the mean-square error for theith ship, wherê •& I denotes
an average over the ensemble of ships and^•&F denotes a
frequency average over the band of interest. Less-stringent
accuracy measures arise in applications where there is no
regional dependence on the ship parameters, or alternatively,
where the regional dependence is not known. In these cases,
a source spectra model that generates certain statistics that
agree with the ensemble statistics may suffice. For ambient
noise models that are intended to compute only the mean or
the cumulative distribution function of the noise in these
region-independent environments, it suffices to accurately
predict only the mean or the cumulative distribution function
of the source spectra ensemble. Thus, we will also consider
these statistics as measures of the source spectra model ac-
curacy.

The historical Ross model represents a source spectrum
as a ‘‘baseline’’ spectrum together with a ship-dependent dis-
placement to that spectrum that is determined as a linear
combination of the logarithms of Ships Registry parameters.
Thus, the Ross model can be considered as a special case of
a model of the form

Ŝ~ f ,d!5So~ f !1d, ~2!

whereSo( f ) is the baseline spectrum and the displacement
parameter,d is given by

d5 (
p51

P

cpap , ~3a!

where

ap510 log~up / ūp!, ~3b!

andūp is the geometric mean of the Ship Registry parameter,
up . Note that these equations state that, on a linear power
scale, the source spectrum is the baseline spectrum scaled by
a ship-dependent constant, where that constant has a power-
law dependence on the ship parameters, i.e.,

10d/105 )
p51

P

~up / ūp!cp. ~4!

Given an ensemble of source spectra measurements and its
associated Ships Registry parameters, the model constants,
cp , and the baseline spectrum,So( f ), can be determined to
minimize the mean-square error for that ensemble. In the
following, we refer to such a model as the optimum power-
law model.

To provide a basis for interpreting the integrity of the
power-law assumption, we introduce two additional models
that also represent a source spectrum in terms of a baseline
spectrum. In the first of these, the ship-dependent displace-
ments,d i , in Eq. ~1!, as well as the baseline spectrum, are
determined by minimizing the mean-square error over the
ensemble of ship spectra. We refer to this model as the opti-
mum displacement model. The second model is a degenerate
model, which represents each spectrum by the baseline spec-
trum itself, i.e.,d i50 in Eq. ~1!. It is easily shown that,
given a source spectrum ensemble, the baseline spectrum

that minimizes the minimum mean-square error is simply the
mean spectrum of that ensemble. Thus, we refer to this
model simply as the mean spectrum model.

The three ‘‘baseline spectrum’’ models are linear in the
unknown quantities. Consequently, explicit expressions for
the minimum mean-square error and for the quantities that
achieve that error can be obtained using well-known linear
least-squares arguments. In the Appendix, we outline the ap-
proach to obtaining the solutions for these three models. The
solutions themselves are presented in Sec. IV C.

The utility of the optimum displacement and the mean
spectrum models arises through the comparison of the mean-
square errors for all three models when these errors are com-
puted on the same ensemble of source spectra as that used to
determine the model parameters. Under these conditions, it
can be shown that«OD

2 <«OPL
2 , where«OD

2 is the mean-square
error for the optimum displacement model and«OPL

2 is the
mean-square error for the optimum power-law model. Fur-
thermore, equality is obtained if and only if the optimum
displacements,$d i%, and the ship registry parameter vectors,
$ai% satisfy the linear model of Eq.~3a! with zero error.
Consequently, the difference between the minimum mean-
square error for the two models provides a quantitative mea-
sure of the correctness of the power-law assumption on the
ship registry parameters. Second, the mean spectrum model
will have a larger minimum mean-square error than the op-
timum power-law model,«MS

2 .«OPL
2 , if there is any correla-

tion between the ship registry parameters and the displace-
ment to the baseline spectrum. As such, it provides a second
measure of the integrity of the power-law assumption.

For later reference, we note that for any of these models
the histogram of the predicted relative source level is identi-
cal to the histogram of the displacement parameter. As such,
these histograms are independent of frequency for all fre-
quencies in the band over which the displacement parameter
has been determined. These properties, which follow imme-
diately from Eq.~2!, also apply to the cumulative distribution
function of the relative source level.

Finally, we note that for all of these models, the model
parameters obtained through mean-square error minimization
and the resulting minimum mean-square errors are strongly
dependent on the frequency band over which the spectrum is
to be approximated. In this paper, we develop separate mod-
els for the low-frequency~30–400 Hz! and the high-
frequency~400–1200 Hz! bands identified as the frequency-
dependent partition in Sec. III. In addition, we develop a
third model by conducting the minimization over the full
30–1200-Hz band. This full-band model is useful in its own
right, since the subband models yield spectra that are discon-
tinuous at the 400-Hz boundary of the subband models. Fur-
thermore, the mean-square error for the full-band model pro-
vides a useful measure of the improvement obtained by the
frequency partitioning. In particular, it is shown in the Ap-
pendix that the full-band mean-square error provides an up-
per bound to the band-weighted average of the mean-square
errors for the subbands with equality if and only if the there
is no improvement in the mean-square error obtained
through subband partitioning.
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B. The historical Ross model

The classical model proposed by Ross represents the
spectrum of an individual ship by a function of the form of
Eqs. ~2! and ~3!.24,25 As such it is a power-law model. A
number of different ship registry parameters have been as-
sumed in the different formulations. These include the ship
speed,V, the length of the ship,L, its horsepower, and its
displacement tonnage. Among these different formulations,
the model that depends on the ship speed and the ship length
has become the most widely used model due to the compara-
tive ease with which these parameters can be obtained
through direct measurements. For this choice, the model
spectrum equation is customarily written in the form

S~ f ,V,L !5So~ f !1cV 10 log~V/Vo!1cL 10 log~L/Lo!,
~5!

whereVo and Lo are the reference speed and the reference
length. The constants,cV and cL , were given as 6 and 2,
respectively.26 However, in other work24 a range of values
between 5 and 6 is given forcV and the length term is re-
placed by a displacement tonnage term. The coefficients for
the tonnage term vary between 0.9 and 1.5. These coeffi-
cients were determined over a number of years from 1/3-
octave measurements made during and after World War II.
Most of these measurements were made in shallow-water
sheltered environments. As noted in Sec. II, the transmission
loss was determined from the slant range assuming spherical
spreading.

Since these models were originally proposed, they have
undergone substantial ‘‘revisions,’’ primarily to the baseline
spectra. In particular, it was recognized that the use of the
surface monopole representation was not convenient for use
with transmission loss models. Additionally, it was recog-
nized that the design of ships was changing and that the
spectra determined from the World War II data might not be
representative of modern ships. Rather than undertake a ma-
jor measurement program, efforts were made to ‘‘calibrate’’
the baseline spectrum by comparing predicted and measured
ship-radiated noise and adjusting the baseline spectra to ob-
tain a best fit. In the computations presented in this section,
we take the baseline spectrum as the spectrum developed for
the RANDI ambient noise model over a period of some
years.27 This spectrum includes an additional length-
dependent term,g( f ,L), as a correction to the Ross
formula.28 This term is nonzero only below 192 Hz, where it
increases with increasing ship length and decreasing fre-
quency; at 30 Hz,g( f ,L) is just over 2 dB for the average
ship and 6.4 dB for the largest ship. The speed and length
coefficients were taken as 6 and 2, respectively.

Figure 9 shows the measured mean spectrum together
with the mean spectra computed from the Ross model using
the velocity and length parameters for each ship. Except at
the very lowest frequencies, below 50 Hz, the Ross mean lies
2–4 dB below the measured mean at frequencies up to 350
Hz, and then drops to about 3–6 dB below the measured
mean for frequencies above 400 Hz. For low frequencies this
can be attributed to source depth differences, as a computa-
tion based on the center of the propeller yielded similar an-
swers in the low-frequency range. The differences in source

depth do not affect the high-frequency results. Note that the
lack of agreement at high frequencies occurs despite the fact
that the high-frequency asymptotes of the Ross mean and the
measured mean are both power laws with virtually identical
exponents~Ross, 1.8; measured, 1.76!.29

Figure 10 shows cumulative distribution functions of the
relative source level computed from both the measured spec-
tra and from the Ross model for the same low-frequency and
high-frequency bands of Fig. 7 in the preceding section. As
for Fig. 7, each cumulative distribution function~CDF! was
obtained by subtracting the mean spectrum from the total
spectrum at each frequency in the band and then pooling the

FIG. 9. The measured average source level spectra~thick curve! and pre-
dicted mean source spectrum for the historical Ross model~thin curve!.

FIG. 10. Measured cumulative distribution functions of the relative source
level ~thick curve! and computed cumulative distribution functions for the
historical Ross model~thin solid!: ~a! 30–150 Hz-band and~b! 400–
1200-Hz band.
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relative levels over that frequency band. As seen in the fig-
ure, the Ross model CDF is only roughly comparable to the
measured CDF in the low-frequency band and it significantly
overestimates the spread of the histogram in the high-
frequency band. The fact that the Ross model cannot provide
a reasonable approximation in both bands is a consequence
of the fact that the Ross model is a baseline spectrum model;
hence, its relative level CDF is frequency independent~see
Sec. IV A!. Because of this the Ross curve is relative jagged
as it is effectively determined by only 54 independent
samples in each band, whereas the data has much more vari-
ability between each of the independent spectra and the mean
and is hence smoother. The slight differences between the
two Ross curves in the different bands are due to the length-
dependent term mentioned above.

Figure 11 presents histograms of the rms spectra errors,
« i , obtained from the Ross model for both the low- and
high-frequency bands. Contrary to the other models pre-
sented in this paper, the parameters of the Ross model are the
same for both frequency bands. The low-frequency plot, Fig.
11~a!, indicates that the rms error for about 31 percent of the
ships exceeds 10 dB and that there is only one ship with less
than a 2-dB error. The ensemble rms error,«, for the low-
frequency band is 9.38 dB. The high-frequency histogram,
Fig. 11~b!, shows only a slight reduction in the rms errors.
The percentage of the ships with rms errors greater than 10
dB has decreased to 28 percent and the percentage of the
ships that have rms errors less than 2 dB has increased to 13
percent. Furthermore, the ensemble rms error for the high-
frequency band has decreased to 8.54 dB. Nevertheless, the

histograms of Fig. 11 indicate that the historical Ross model
does not provide reasonable approximations to the observed
spectra of individual ships in either frequency band.

C. The optimum power-law model

The preceding results indicate that for this source spec-
tra ensemble, the Ross model does not provide an accurate
description of either the relative source level CDF or accept-
ably small rms spectra errors. One possible cause of this
discrepancy is that the coefficients for the Ross model were
determined from ship-radiated noise data obtained during
and shortly after World War II. Furthermore, the source spec-
tra used to determine the Ross model coefficients were ob-
tained from the monopole source assumption. A second pos-
sible cause is that the power-law assumption itself is not
satisfied by the current data set. To test this second hypoth-
esis, we have derived the coefficients for the optimum
power-law model from the current source spectra ensemble.
If the power-law assumption is satisfied by the current data-
base, the errors obtained from the optimum power-law model
should be comparable to those obtained from an optimum
displacement model and considerably smaller than those ob-
tained with the mean spectrum model.

To provide a background for the discussion, we present
a summary of the solutions to the linear least-square problem
for the three baseline spectrum models. For each of these
models, the optimum baseline spectrum is the mean spec-
trum of the ensemble,So( f )5S̄( f )5^Si( f )& I . Furthermore,
for each model the minimum mean-square error can be ex-
pressed in the form

«o
25sS

2~12rS
2!, ~6!

whererS is the model-dependent multivariate correlation co-
efficient andsS

2 is the frequency average of the frequency-
dependent ensemble variances, i.e.,sS

25^sS
2( f )&F , where

sS
2( f )5^(Si( f )2S̄( f ))2& I . Note that for a given frequency

band,sS
2 is the ‘‘nominal’’ standard deviation referred to in

Sec. III.
The specific expressions for the displacements and the

correlation coefficients for the three baseline spectrum mod-
els are summarized in Table I. As seen in the table, the de-
generate mean spectrum model has a zero correlation coeffi-
cient so that the mean-square error is simply the ensemble
variance. The optimum displacement model has displace-
ments given by the difference between the average spectrum
level for the ship,Si

b5^Si( f j )&F , and the ensemble average
of the average spectrum level,S̄b5^Si

b& I . The square of the
correlation coefficient for this model is the ensemble average
of the displacements squared,sd

25^(Si
b2S̄b)2& I , divided by

the ensemble variance. For the optimum power-law model,
the quantities,sV and sL are the standard deviations of
10 log(V/V̄) and 10 log(L/L̄), respectively. Similarly,rV,S and
rL,S are the cross-correlation coefficients betweenSb and
10 log(V/V̄) and betweenSb and 10 log(L/L̄), respectively,
and rV,L is the cross-correlation between 10 log(V/V̄) and
10 log(L/L̄).

FIG. 11. Error histograms for the Ross model:~a! 30–400-Hz band and~b!
400–1200-Hz band.
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The ensemble rms errors for the three baseline spectrum
models are presented in Table II. For reference purposes, we
have also included the rms errors for the historical Ross
model.

As seen in Table II, all three baseline spectrum models
yield substantially smaller errors than the historical Ross
model for all three frequency bands. Furthermore, the largest
errors occur in the low-frequency band and the smallest er-
rors occur in the high-frequency band, as expected from the
discussion in Sec. III. In the full frequency band, the Ross
model error of 8.8 dB reflects the inability of this model to
accurately represent the individual source spectrum in the
current database, as was seen in the error histograms of Fig.
11. Among the baseline spectrum models in this band, the
mean spectrum model has the largest error, 3.6 dB, and the
optimum power-law model has an error that is less than 0.1
dB smaller than the mean spectrum model. The optimum
displacement model is significantly better than either of the
other baseline spectrum models with a rms error of only 2.6
dB. The fact that the mean spectrum model is the worst of
the three baseline spectrum models is not surprising since
there are no displacements to the baseline spectrum to reduce
the error. However, it is surprising that the optimum power-
law model is essentially the same as the mean spectrum
model and almost 1.0 dB worse than the optimum displace-
ment model, since the optimum power-law model determines
both the power-law exponents and the baseline spectrum to
minimize the mean-square error for the source spectra en-
semble. Thus, the results of Table II indicate that the assump-
tion of a power-law dependence on the ship speed and length
is not satisfied for this data set. This result is consistent with
the comparatively large errors obtained for the Ross model.

Table III provides additional insight into the deficiencies
of the power-law assumption. Here, we have listed the values
of the power-law coefficients, the constituent correlation co-
efficients, and the multivariate correlation coefficients for
each of the three frequency bands. As seen in the table, the
small values ofrV,L indicate that the ship speeds and lengths

are essentially uncorrelated. Thus, the correlations between
the average spectrum level and the decibel ship speeds and
the lengths,rV,S andrL,S , each act independently to reduce
the mean-square error~see Table I!. The values of these cor-
relation coefficients, however, are so small that form, and
hencers , there is very little reduction in the mean-square
error. The only non-negligible reduction occurs in the low-
frequency band, whererL,S520.427 leads to a valuers

50.427, which corresponds to a modest 10% reduction in
the rms error for the optimum power-law model over the
mean spectrum model. Interestingly, the negative value of
rL,S indicates that long ships do not necessarily generate
more sound than short ships. The small values ofrV,S and
rL,S also account for the small values of the power-law co-
efficients,cV andcL , which provides an alternate statement
of the deficiencies in the power-law assumption.

The lack of a functional dependence on the ship speed or
length is illustrated in the scatter plots of Figs. 12 and 13. In
each of these plots, the average source level,Si

b , is plotted
against one of the ship parameters for the subset of ships
where the other ship parameter is restricted to a limited
range.

Figure 12 shows scatter diagrams of the average source
level plotted against ship speed for ships with lengths be-
tween 140–200 m. For this length range, the 60-m variation
in length would result in, at most, a61.55-dB variation in
the broadband levels if the Ross assumption of a square-law
dependency on the ship length were correct. Thus, within
these margins of error the scatter diagrams of Figs. 12~a! and
~b! illustrate the length dependence of the broadband level
for a constant ship length. Clearly, no adjustments to the
broadband levels of these magnitudes would result in a
strongly correlated speed dependence of any simple func-
tional form for either frequency band. Certainly, the 24-dB
variation determined by a 60 log(V) dependence over the
span of the speed axis is not apparent in the plots.

The lack of a speed dependence in Fig. 12 is not incon-
sistent with the well-known fact that a given ship will radiate

TABLE I. Baseline spectrum model solutions.

Model Displacement coefficients rs

Mean spectrum d i50 0
Optimum displacement d i5Si

b2S̄b sd/ss

Optimum power law cV5
sS

sV

~rV,S2rV,LrL,S!

~12rV,L
2 !

cL5
sS

sL

~rL,S2rV,LrV,S!

~12rV,L
2 !

sd

ss
m,

m5ArV,S
2 22rV,LrL,SrV,S1rL,S

2

~12rV,L
2 !

TABLE II. The ensemble rms errors for the baseline spectrum models and
the historical Ross model.

Models 30–400 Hz 400–1200 Hz 30–1200 Hz

Historical Ross model 9.38 8.54 8.82
Baseline spectrum models

Mean spectrum 4.41 3.14 3.59
Optimum power law 3.99 3.13 3.51
Optimum displacement 2.44 1.63 2.55

TABLE III. Coefficients of the optimum power-law model.

Coefficients 30–400 Hz 400–1200 Hz 30–1200 Hz

CV 0.03 20.07 20.05
CL 20.83 20.09 20.33
rV,Sb 20.012 20.016 20.014
rL,Sb 20.427 20.067 20.206
rV,L 0.019 0.019 0.019
rS 0.427 0.068 0.206
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more sound at higher speeds than at lower speeds. In fact, the
power-law relationship proposed by Ross may be a good
approximation for a specific ship. However, it does not fol-
low that a power-law dependence for a given ship extends to
a power-law dependence for an ensemble of ships, since each
ship in that ensemble is traveling at its own cruising speed. It
is not clear from the available literature why the Ross data
support a power-law dependence and the current data do not.
One possible reason is that in the results reported by Ross24

there are data points corresponding to the same ship traveling
at different speeds as well as data points corresponding to
individual ships. Including these multiple-speed data points
may have given the appearance of a power-law dependence
across the ensemble.

Figure 13 shows scatter diagrams of the average spec-
trum level plotted against ship length for ship speeds of 12
knots~open dots! and 14 knots~closed dots!. For the 12-knot
nominal ship speed, an uncertainty in the speed of61 knot
would result in at most a62.17-dB variation in the broad-
band level if, in fact, the strong sixth-power dependence as-
sumed by Ross governed the speed dependence. For the 14-
knot nominal speed, the broadband level variation due to
ship speed variation would be61.86 dB. Thus, within these
margins of error, the scatter diagrams of Fig. 13 illustrate the
length dependence of the broadband level for a constant
speed. Clearly, no adjustments to the broadband levels of
these magnitudes would result in a strongly correlated length
dependence of any simple form for either frequency band.

As with the ship speed dependence, it is also not clear

why there is a disparity in the length dependence between
the current results and the result reported by Ross. One pos-
sible explanation lies in the difference in the source distribu-
tion used to derive the source spectra in the two analyses. As
noted in Sec. III, a point source located below a flat surface
will introduce anL22 dependence into the source spectra at
low frequencies, provided that the length of the ship is pro-
portional to the depth of the source. This remains true even
for the distributed source model for sufficiently low frequen-
cies. In the source spectra derived here under the distributed
source assumption, there is at most a weak length depen-
dence. Consequently, theL2 dependence observed by Ross
and the lack of a length dependence observed in the current
results could be due simply to the difference in the source
distribution assumed in the two analyses.

To test the source distribution hypothesis, we have re-
computed the parameters of the optimum power-law model
using source spectra derived under the monopole assump-
tion. The results are summarized in Table IV. As seen in the
table, there no significant correlations between the average
spectrum level and the speed and length parameters,rV,S and
rL,S , and no significant increase inrs . Thus, the deficiency
in the power-law assumption cannot be attributed to the as-
sumption used to calculate the source spectra from the mea-
sured ship-radiated noise. We note that for both the low-
frequency band and the total band, the values ofrL,S

obtained under the monopole assumption are slightly posi-
tive, indicating a slight tendency for longer ships to generate
more sound. The value ofrL,S in Table III, which was ob-

FIG. 12. Scatter plot of averaged source levels versus ship speed for ship
lengths between 140–200 m.~a! 30–400 Hz;~b! 400–1200 Hz.

FIG. 13. Scatter plot of averaged source levels versus ship length for ship
speeds at 12 knots~solid! and 14 knots~open!: ~a! 30–400 Hz;~b! 400–
1200 Hz.
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tained under the distributed source region assumption, is
slightly negative.

A qualitative comparison with the results of Wright and
Cybulski30 supports the observed lack of a speed and length
dependence. The Wright and Cybulski source spectra were
obtained for 14 ships over a 2–128-Hz frequency band using
sonobuoy measurements of the ship-radiated noise. The
transmission loss was computed using an FFP propagation
model with a point source located below the surface at a
ship-dependent depth halfway between the propeller shaft
and the top of the propeller. The data were restricted to fre-
quencies and ranges below the first Lloyd’s mirror null. The
resulting spectra are similar in level as well as in form to
those of Fig. 5 over the common 30–128-Hz frequency band.
This agreement is somewhat surprising since the average
ship length for the Wright and Cybulski measurements is
more than twice that for the current ensemble. Furthermore,
seven of the Wright and Cybulski ships were supertankers,
whereas only one of the ships in the current database is a
supertanker. Given the relative size and speed differences,
the Wright and Cybulski spectra should exceed the present
mean spectra by approximately 8 dB, were Eq.~5! to hold. In
fact, their results are distributed both above and below the
mean spectrum and appear to be virtually identical to the
current results.

Scrimger and Heitmeyer did not investigate the ship
speed or ship length dependence. They did, however, com-
pare the ensemble mean spectra for three ship classes,
ferries/passenger ships, cargo ships, and oil/chemical tank-
ers. Their results indicated no statistically significant differ-
ences between the mean spectra for the ship classes, with the
mean spectra for each ship class lying ‘‘essentially within
one-half of a standard deviation of the full ship sample.’’23

In light of the preceding results, it is certainly possible
that the failure of the power-law assumption on the current
data set is due, at least in part, to fundamental changes in the
ships that have occurred since World War II. One possible
difference lies in the advances made in the design of the ship
propellers. Most World War II designs resulted in propellers
that were fully cavitating. In the intervening years, consider-
able effort has been directed to designing propellers that
could deliver the thrust required to meet the ever-increasing
speed and length requirements and yet operate in less than a
fully cavitating mode. This effort has not been motivated by
acoustic considerations, but by the desire to reduce the hull
vibrations induced by cavitation and to increase the propeller
efficiency. The result has been a significant increase in the
fraction of the world merchant fleet that does not operate in

a fully cavitating mode. Since the sound radiated by a ship is
an increasing function of the size of the cavitation region,
this reduction might contribute to the smaller values ofrV,S

and rL,S observed in the current data set. Another notable
difference change in the world merchant fleet has been in the
shift to diesel engines. In the database used by Ross to derive
the source spectra, all of the ships were steam driven. In the
current database, only two ships are steam driven. The re-
maining are diesel driven. Other possible causes of the
power-law assumption discrepancy might be found in differ-
ences in the measurement scenario~shallow water versus
deep water! and in the processing procedure~1/3-octave fil-
ters versus FFT processing!.

V. THE RATIONAL SPECTRUM MODEL

In the preceding section, it was seen that the basic as-
sumption underlying the historical Ross model was not sat-
isfied by the current data set. This was demonstrated, in part,
by the large reduction in the rms error obtained for the opti-
mum displacement model over that obtained for the optimum
power-law model. The latter determines the displacements to
a baseline spectrum that minimize the mean-square error
subject to a linear constraint on the speed and length of the
ship; the former determines the displacements without any
constraint. In order to obtain a model that accurately deter-
mines the spectrum of an individual ship, it is necessary to
have a deeper understanding of the physical processes that
determine the noise radiated by a ship than is currently avail-
able. Moreover, if this ‘‘ship-specific’’ source model is to be
applicable to specific ensembles of ships, it must be possible
to determine the physical parameters of those processes, e.g.,
propeller speed and shape, hull shape, flow rates, etc., for a
significant sample of the world shipping fleet.

In the absence of a credible ship-specific model, it is
reasonable to consider a second type of model where the
parameter vector,a, is not related to the physical parameters
of individual ships. Rather, these vectors serve only to shape
the individual source spectrum. Clearly such a model, which
we refer to as a generic ship source model, cannot generate a
spectrum that can be associated with a particular ship, and
hence, it cannot generate an ensemble of source spectra that
corresponds to the specific ships present in a region. Such an
ensemble can only be determined by a source-specific model
as noted in the preceding section. However, in the cases
where the parameter vectors for the specific ships present in
the region of interest cannot be determined, a ship-specific
model offers no advantage over a generic source model.

The specification of a generic source model consists of
both the source spectrum function,Ŝ( f ,a), and the param-
eter vector probability densitypa(a1 ,...,aP). The optimum
displacement model considered in the preceding section is
one example of such a model. By construction, the optimum
displacement model achieves the smallest mean-square error
among all models that represent the frequency dependence of
the individual source spectra by a single baseline spectrum.
However, the variability in the frequency dependence of the
individual spectra seen in Fig. 5 suggests that these errors
can be further reduced by a model where the form of the

TABLE IV. Coefficients of the optimum power-law model derived from the
monopole source spectra.

Coefficients 30–400 Hz 400–1200 Hz 30–1200 Hz

CV 0.23 0.11 0.15
CL 0.23 0.20 0.21
rV,Sb 0.049 0.027 0.035
rL,Sb 0.157 0.148 0.151
rV,L 0.019 0.019 0.019
rs 0.164 0.150 0.154
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individual spectrum varies from one ship to another. Such a
model can be developed by replacing the baseline spectrum
with a ship-dependent spectrum that consists of a linear com-
bination of approximating functions. Accordingly, unlike the
baseline models the form of the spectrum is different for
each ship. In this section, we define such a model, compare
the errors obtained with this model with those obtained from
the optimum displacement model, and propose probability
densities on the model parameter for both models.

We refer to the model proposed here as the rational spec-
trum model. This model has a spectrum function of the form

Ŝ~ f ,d,n,h!5d1 (
p51

P21

npFbpS f

hp
D2 K bpS f

hp
D L

F
G , ~7!

where the parameter vectorn5(n1 ,...,nP) specifies the
weights in the linear combination of approximating func-
tions, bp( f ), and the vectorh5(h1 ,...,hP) specifies loca-
tion frequencies for those approximating functions. Such a
model is a generic model withn, h, and d determined for
each source spectrum. In this paper we take the approxima-
tion functions to be

bp~x!5H 10 log~x2!, p51

10 log~11x2!, p.1.
~8!

For this choice, the baseline spectrum, expressed on a linear
power scale, has the form

10Ŝ~ f ,d,n,h!/10510d8/10
Pn51

MN ~11~ f /hn!2!nn

f 2un1uPm51
MD ~11~ f /hm!2! unmu , ~9!

whereMN is the number of terms with positive coefficients,
MD is the number of terms with negative coefficients, and
MN1MD5P21. In Eq. ~9!, we have restricted the coeffi-
cient,n1 , to be less than or equal to zero based on the form
of the individual source spectra discussed in Sec. III. Further,
we have absorbed the location frequencyh1 and the fre-
quency averages of the approximating functions into the dis-
placement parameter,d8. With these adjustments, the right-
hand side of Eq.~9! is recognized as the power spectrum
associated with a system described by ordinary linear differ-
ential equations with constant coefficients. As such, the un-
derlying complex spectrum has the form of the rational spec-
trum that forms the basis of the commonly used ARMA
model. The spectrum of Eq.~9! differs from the rational
spectrum in two ways. First, we have limited the poles and
zeros, 2phm and 2phn , to be real rather than allowing them
to occur in complex pairs. The complex poles were elimi-
nated to preclude approximating the narrow-band lines in the
source spectrum, which are described by complex poles
close to the imaginary axis. The complex zeros representing
narrow minima in the spectra were also eliminated. Accord-
ingly, the spectra can take on only positive values and will
represent the broadband features and not attempt to replicate
any narrow-band features. The second difference is that we
allow the powers of the factors in Eq.~9! to be real rather
than restricting them to integers. This extension was moti-
vated by the noninteger powers observed in the low-

frequency and the high-frequency asymptotes for many of
the source spectra.

The rational spectrum model is not a linear model since
the spectrum is not a linear function of the location frequen-
cies. Consequently, explicit expressions for the minimum en-
semble error,«o

2, and the parameter values that achieve that
minimum are not available. However, for each source spec-
trum, Ŝi( f ), the model is linear in the spectrum displace-
ment,d i , and the exponent coefficient vector,ni , for a fixed
frequency parameter vector,hi . Thus, for a fixed frequency
parameter vector,hi8 , explicit expressions can be obtained
for the minimum mean-square error,«o,i

2 (hi8) and for the
linear parameters that achieve that error,ni(hi8) andd i(hi8).
The expression for the«o,i

2 (hi8) can then be minimized nu-
merically to provide the absolute minimum mean-square er-
ror for that spectrum,«o,i

2 and the value of the location fre-
quency that achieves that minimum,h̃i . The linear
parameters corresponding to the absolute minimum can then
be determined asñ5ni(h̃i) and d̃ i5d i(hi8). Thus, the nu-
merical minimization must be carried out only over theP
21 dimensional space of unknown location frequencies,
rather than the full set of 2P unknown parameters. The mini-
mum ensemble error,«o

2, must be determined numerically as
the ensemble average of the«o,i

2 . Expressions for the mini-
mum mean-square error and the linear coefficients are pre-
sented in the Appendix.

The results presented here are obtained for three cases, a
one-term, a two-term, and a three-term approximation. The
one-term approximation represents the frequency depen-
dence of the source spectrum as a simple power law. As
such, it cannot approximate local minima or maxima in the
spectrum. The three-term approximation can represent a
function with a single local minimum and a single local
maximum as well as a monotonic function and a function
with a single local minimum. Thus, one would expect the
three-term model to achieve substantial improvements for
spectra with strong local minima or maxima. For brevity we
hereafter refer to the one-term, the two-term, and the three-
term models as the RS-1, RS-2, and RS-3 models, respec-
tively.

The error histograms for the RS-1 and the RS-3 models
are illustrated in Fig. 14, and the ensemble errors for the
RS-1, RS-2, and the RS-3 models are presented in Table V.
For comparison purposes we have also included the errors
for the optimum displacement model in both the figure and
the table.

A comparison of the errors between the optimum dis-
placement model and the RS-1 model provides a measure of
the importance of the variability in the form of the individual
spectra across the ensemble. As seen in the table, the RS-1
model achieves a lower ensemble error than the optimum
displacement model in both frequency bands—0.20 dB
smaller in the low-frequency band and 0.31 dB smaller in the
high-frequency band, or about 8% and 19%, respectively.
While these are apparently small decreases, the error histo-
grams of Fig. 14 indicate that these smaller ensemble errors
appear as a significant increase in the percentage of ships
with small rms errors. For example, in the low-frequency
band, the percentage of ships with rms errors less than 2 dB
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increases from 27.8% for the optimum displacement model
to 51.9% for the RS-1 model. Similarly, in the high-
frequency band, the percentage of ships with rms errors less
than 1 dB increases from 31.5% for the optimum displace-
ment model to 59.3% for the RS-1 model. These results in-
dicate that allowing the individual source spectra to have a
ship-dependent frequency dependence results in significantly
better estimates of the individual spectra.

A comparison of the errors between the RS-1 and the
RS-3 models provides a measure of the importance of the
form of the frequency dependence for the individual source
spectra. In the low-frequency band, it is seen in the table that
the ensemble error for the RS-3 model is about one-third
less, 0.7 dB, than that for the RS-1 model. The error histo-
grams of Fig. 14 indicate that this decrease in the ensemble
error is accompanied by a significant increase in the percent-
age of ships with very small rms errors. For example, the
percentage of ships with rms errors less than 1.5 dB in-

creases from 14.8% for the RS-1 model to 57.4% for the
RS-3 model. These results indicate that the higher-order ra-
tional spectrum model can significantly reduce the error for
the ships with a complex frequency dependence such as ex-
ists in the low-frequency band. Finally, in the high-frequency
band, both the ensemble error and the error histogram for the
RS-3 are essentially the same as those for the RS-1 model,
with only a modest 0.14-dB decrease. This indicates that the
three-term rational spectrum approximation offers essentially
no improvement over the power-law frequency dependence
of the one-term rational spectrum approximation. These re-
sults are consistent with the qualitative description of the
high-frequency structure of the source spectra presented in
Sec. III.

Figure 15 shows the cumulative distribution functions of
the relative source level determined by the three generic
models. Also shown are the measured CDFs from Fig. 10. As
is the case for the histograms of Fig. 7 and the CDFs of Fig.
10, the upper frequency of the low-frequency band is limited
to 150 Hz in recognition of the frequency dependence of the
nominal standard deviation~see Fig. 6!. As seen in the plots
of Fig. 15, the CDFs for each of the models provide a much
better approximation to the measured CDF than the historical
Ross model~see Fig. 10! in both the low-frequency and the
high-frequency bands. This is not surprising in light of the
deficiencies in the power-law assumption and the possible

FIG. 14. Error histograms for the optimum displacement~thick dotted red
lines! model, the level 1 rational spectrum model~thin solid blue lines!, and
the level 3 rational spectrum model~thick solid green lines!: ~a! 30–400-Hz
band;~b! 400–1200-Hz band.

TABLE V. Root-mean-square errors for the optimum displacement model
and the rational spectrum models.

Models 30–400 Hz 400–1200 Hz 30–1200 Hz

Optimum displacement 2.44 1.63 2.55
Rational spectra

One term 2.24 1.32 2.20
Two term 1.89 1.23 1.70
Three term 1.54 1.18 1.50

FIG. 15. Measured cumulative distribution functions of the relative source
level ~thick solid curve! and computed cumulative distribution functions for
the optimum displacement model~thick dashed curve!, the one-term rational
spectrum model~thin dotted curve!, and the three-term rational spectrum
model ~thin solid curve!: ~a! 30–150-Hz band;~b! 400–1200-Hz band.
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impact on the radiated noise due to changes in ship and
propeller design since World War II. In the high-frequency
band, the rational spectrum CDFs are almost indistinguish-
able from the measured CDF, and the optimum displacement
CDF shows only a modest departure from the measured
CDF. At least part of the discrepancy between the optimum
displacement and the measured CDFs is due to sample-size
effects since; as noted earlier, the relative source level for
any baseline model is frequency independent, and hence, its
CDF is effectively determined by only one sample per source
spectrum. In the constant-sigma low-frequency band@Fig.
15~a!#, there are significant discrepancies between the mod-
eled CDFs and the measured CDF. These discrepancies are
largely due to the fact that the CDFs in Fig. 15, both mea-
sured and model, are computed only over the constant-sigma
portion of the low-frequency band, 30–150 Hz, whereas the
model parameters are determined to describe the spectra over
the full low-frequency band, 30–400 Hz. As was seen in Fig.
6, the nominal standard deviation drops from about 5.3 dB
below 150 Hz to about 3.1 dB at about 400 Hz. Thus, the
model parameters have been selected to describe an en-
semble of spectra where the variability across the ensemble
is a strong function of frequency. It is not surprising that the
optimum displacement model, for which the relative spec-
trum level is frequency independent, is the least successful.

The CDF was computed using the model parameters de-
rived from the data set. A rigorous comparison would need to
be conducted on a separate data set using the parameter prob-
ability densities derived from this data set. A partial test can
be obtained by using the current data and the parameter
probability densities derived from the data set. Calculations,
not shown, using the parameter probability densities derived
immediately below indicated only minor differences for the
optimal displacement and the RS-1 models and matched the
data CDF equally as well.

We turn next to the probability densities on the param-
eters of the generic models. Because of the comparatively
high dimensionality of the parameter space for the RS-3
model ~six parameters!, we limit the discussion to the opti-
mum displacement and the RS-1 models.

The optimum displacement model represents each spec-
trum by the baseline spectrum shifted by a displacement,d i

5Si
b2S̄b. Since the baseline spectrum is the average spec-

trum computed over the ensemble, it suffices to specify the
probability density on the displacements,pd(d). Note that by
construction, the ensemble average of the displacements is
zero so that the probability density on the displacements
have a zero mean. Further, since the optimum displacement
model is a baseline spectrum model, the displacement for the
ith spectrum is identical to the relative source level predicted
by that model at all frequencies in the band. Thus, the speci-
fication of the probability density,pd(d), is equivalent to the
specification of the CDF on the relative source level.

Figure 16 shows plots of the histograms of the displace-
ments for the optimum displacement model along with nor-
mal probability densities determined by the standard devia-
tion of the displacements. The displacement histogram for
the high-frequency band@Fig. 16~b!# is similar to the relative
source level histogram for the high-frequency band@Fig.

7~b!#. This is to be expected from the observation in the
preceding paragraph and the good agreement between the
optimum displacement model CDF and the measured CDF in
the high-frequency band seen in Fig. 15. By the same token,
it is not surprising that the spread of the displacement histo-
gram for the 30–400-Hz, low-frequency band@Fig. 16~a!# is
noticeably smaller than that of the relative source level his-
togram for the 30–150-Hz band@Fig. 7~a!#. The standard
deviations of the displacement histograms in the low-
frequency and the high-frequency bands are 3.71 and 2.71
dB, respectively.

The RS-1 model is specified by the joint probability den-
sity on the displacement parameter,d i5Si

b , and the expo-
nent coefficient,n. This probability density can be expressed
as the product,pd,n(d,n)5pd(d)pnud(n), wherepd(d) is the
marginal density on the displacements andpnud(n) is the
conditional density on the exponent coefficients. As noted
above, the displacement for a given spectrum is simply the
average level for that spectrum. Consequently, the marginal
probability densitypd(d) is identical to the probability den-
sity for the displacements of the optimum displacement
model, provided in Fig. 16, translated by the ensemble aver-
aged spectrum level. Thus, it suffices to estimate the condi-
tional densitypnud(n). Except for the special case whered
andn are statistically independent, the number of ship spec-
tra required to estimatepnud(n) is comparable to the number
of ship spectra required to estimatepd,n(d,n). This number
is well in excess of the number of ships in the current analy-

FIG. 16. Histograms of the displacement parameter for the optimum dis-
placement model~solid lines! and an approximating normal distribution
~dashed curves!: ~a! 30–400-Hz band;~b! 400–1200 Hz.
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sis. To provide a preliminary estimate of the joint density, we
assume thatd and n are close enough to being statistically
independent that the conditional densitypnud(n) can be ap-
proximated by the marginal densitypn(n). With this ap-
proximation, the joint density is then given bypd,n(d,n)
5pd(d)pn(n).

To provide insight into the limitations of this approxi-
mation, we have plotted scatter diagrams ofd andn for the
two frequency bands in Fig. 17. In the scatter diagram for the
low-frequency band@Fig. 17~a!#, the straight-line segment
represents a least-mean-squares fit tod andn. The correlation
coefficient corresponding to this fit is 0.33. The positive
slope of this line~5.3/dB! indicates that large values of the
displacements tend to occur for large magnitudes of the ex-
ponent coefficients. Stated in other terms, large average spec-
trum levels tend to be associated with stronger~negative!
slopes in the power-law approximation to the spectrum.
However, the comparatively small value of the correlation
coefficient indicates that this is at most a weak correspon-
dence. Nevertheless, the statistically independent approxima-
tion neglects this correspondence. The high-frequency scatter
plot @Fig. 17~b!# shows no relationship betweend and n.
Indeed, the small value of the correlation coefficient for this
band~20.056! indicates thatd and n are essentially uncor-
related. Although it does not follow thatd andn are statisti-
cally independent, the distribution of the points in the scatter
plot of Fig. 17~b! suggests thatpd,n(d,n) might be well ap-
proximated by the productpd(d)pn(n).

Figure 18 shows plots of the histograms of the magni-
tude of the exponent coefficient for the RS-1 model along
with gamma probability densities determined by the mean
and standard deviation of the coefficients. An inspection of
these plots indicates that in both frequency bands, the mea-
sured histograms are reasonably well approximated by the
gamma probability density. The mean and standard deviation
of the exponent coefficients are 1.67 and 0.3 in the low-
frequency band, respectively, and 1.12 and 0.37 in the high-
frequency band.

VI. SUMMARY AND DISCUSSION

This paper has presented an evaluation of the classical
model for determining ensembles of the source spectra that
describe ship-radiated noise and proposed an alternate model
to overcome deficiencies in the classical model.

In the first section, we presented an overview of the
methodology used to acquire the ship-radiated noise data and
to derive the estimates of the source spectra from that data.
In this section, we asserted that neither the surface monopole
source representation assumed by Ross nor the finite dipole
source representation assumed by Wright and Cybulski and
by Scrimger and Heitmeyer are adequate to describe the
sound generated by the individual ships at the short ranges
where the propagation is dominated by the continuous mode
spectrum. The former cannot describe the surface interaction
propagation effects observed in the radiated noise spectro-
grams for some of the larger ships; the latter overestimates

FIG. 17. Scatter plot of level 1 rational spectra parameters~displacement
parameter and the power-law parameter!: ~a! 30–400-Hz band;~b! 400–
1200 Hz. The line in~a! represents the best fit described in the text.

FIG. 18. Histograms of the exponent coefficient~solid lines! and an ap-
proximating gamma function~dashed curves!: ~a! 30–400-Hz band;~b!
400–1200 Hz.
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those effects in the source spectrogram. The major difference
between the two source distribution models is that the finite
dipole model can introduce anL22 into the source spectrum
at the very low frequencies. In this paper, we have assumed
that the source consists of a vertical distribution of incoher-
ent point sources. The point sources were weighted accord-
ing to a Gaussian with a standard deviation equal to one-
quarter of the propeller diameter. This distribution represents
a compromise between the surface monopole representation
and the finite dipole representation. Clearly, none of these
source distributions can represent either the azimuthal depen-
dence of the source directionality relevant for all source
ranges or the distributed nature of the source potentially rel-
evant for very short ranges. The data required to support
such a source distribution were not available to the authors.

In Sec. III, we described properties of the source spectra
ensemble relevant to the analysis. In this section, we identi-
fied two partitions of the 30–1200-Hz frequency band over
which the analysis was conducted. The first partition was
based on a consideration of the form of the individual source
spectra. In particular, it was asserted that for frequencies
greater than about 400 Hz most of the individual spectra
showed a simple power-law dependence in frequency with
exponents that were concentrated around a mean value of
about 2.0. Conversely, for frequencies less than 400 Hz many
of the source spectra exhibited a more complex frequency
dependence and there was a much greater variability in the
spectra across the ensemble. This partition into a low-
frequency band~30–400 Hz! and a high-frequency band
~400–1200 Hz! provided the rationale for developing sepa-
rate sets of model parameters for each band and for compar-
ing the rms errors for the individual spectra and for the en-
semble of spectra in each band. The second frequency
partition formed the basis for characterizing the relative
source level in terms of histograms and cumulative distribu-
tion functions. This partition was based on the frequency
dependence of the ensemble standard deviation, which var-
ied around a nominal value of about 5.3 dB for frequencies
below 150 Hz and about 3.1 dB for frequencies greater than
400 Hz. Consequently, a probability density on the relative
source level based on the measured histograms for each of
these frequency bands should be applicable to any frequency
in that band, provided that the underlying probability density
is completely determined by its moments up to order two.
For simplicity, we also took the high-frequency band to be
400 Hz in the estimates of the relative source level histo-
grams. The form of these histograms for both frequency
bands was reasonably well approximated by a Gaussian
probability density. Finally, we presented a brief description
of the spectral line properties in terms of estimates of the
frequency-dependent line occurrence probabilities and the
average ratios of the line energy to the total energy. It was
seen that although there are a significant number of lines
below about 60 Hz~line occurrence probabilities of about
0.15!, these lines do not significantly alter the ensemble stan-
dard deviation, and hence do not significantly alter the mean-
square-error calculations used to determine the model param-
eters.

In Sec. IV, we presented an evaluation of the power-law

model conducted on the current ensemble of source spectra.
The analysis was presented in several stages. First, we con-
sidered the power-law model with the power-law exponents
proposed by Ross~sixth power of the ship speed, second
power of the ship length!. This model, referred to as the
historical Ross model, yielded rms errors for the individual
ship spectra in excess of 10 dB for more than 25 percent of
the ships in both frequency bands. Furthermore, the cumula-
tive distribution function of the relative source level pre-
dicted by the historical Ross model significantly overesti-
mates the variability in the source level in both frequency
bands. Next, we considered an optimum power-law model
where the power-law exponents were derived from the cur-
rent source spectrum ensemble itself. Although this model
yielded an ensemble error of about half that of the historical
Ross model in both frequency bands, these errors were only
slightly less than those obtained by approximating each spec-
trum in the ensemble by the mean spectrum. Furthermore,
the ensemble errors for the optimum power-law model were
significantly larger than those obtained from an optimum dis-
placement model, where the displacements to the baseline
spectrum were determined to minimize the mean-square er-
ror. This discrepancy was seen to be a consequence of the
fact that correlation coefficients between both the source
level and the ship speed and the source level and the ship
length were not significant. Finally, we recomputed these co-
efficients using source spectra derived from the surface
monopole assumption to test the hypothesis that the deficien-
cies in the power-law model were due to the distributed
source distribution assumed in the current analysis. No sig-
nificant increase in the correlation coefficients was observed.

Finally, in Sec. V, we presented an analysis of the error
performance for the rational spectrum model proposed in this
paper and an approximation to the joint probability density
on the parameters of this model. It was seen that the one-
term rational spectrum model~RS-1! achieved slightly
smaller rms errors than the optimum displacement model by
accounting for the variability in the form of the spectra
across the ensemble~about one-quarter of a decibel in each
band!. Furthermore, it was seen that increasing the number
of terms in the rational spectrum model to three resulted in a
significant reduction in the error for the low-frequency band
~an additional 0.7 dB! and a smaller reduction of only 0.15
dB in the low-frequency band. The negligible reduction in
the high-frequency band was consistent with the observation
that the frequency dependence of the source spectra in this
band is well approximated by a simple power-law depen-
dence. The larger reduction in the low-frequency band was
attributed to the fact that that there are a number of source
spectra with a complex frequency dependence in the low-
frequency band which are better handled by the three-term
rational spectrum model. It was also seen that the cumulative
distribution function of the relative source level predicted by
the RS-3 model provided a better approximation to the mea-
sured CDF in the low-frequency band. The CDF for the op-
timum displacement model differed significantly from the
measured CDF in the low-frequency band. Finally, the joint
probability density on the displacement and the exponent
coefficient for the RS-1 model was based on a statistical
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independence approximation and the measured histograms of
these parameters. Support for the independence approxima-
tion was presented in the form of a scatter diagram for the
two parameters. This diagram showed a negligible correla-
tion between the parameters in the high-frequency band and
only a modest correlation in the low-frequency band. The
measured parameter histograms suggested that the exponent
parameter was well approximated by a gamma probability
density and the displacement parameter was reasonably well
approximated by a normal probability density.
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APPENDIX: SUPPLEMENTAL MODEL DETAILS

1. The baseline model solutions

The solutions for the minimum mean-square error and
the corresponding optimum parameters for the three baseline
spectrum models can be obtained by representing the en-
semble spectra, the predicted spectra, and the baseline spec-
trum as vectors,si , ŝi , and so and then representing the
model by a matrix equation of the form,ŝi5so1A iqi , where
qi is the vector of unknown constants andA i is the matrix
that specifies the relationship of those constants to the spec-
trum estimate. For the source-specific, optimum power-law
model@Eq. ~3!#, qi is theP-dimensional vector with elements
qp5cp and A i is the NF by P matrix with elementsaj ,p

5ap . For the generic optimum displacement model@Eq.
~2!#, qi is the N-dimensional vector with elementsqp5dp

and A i is the NF by N matrix whose entries are all zero
except for theith column, whose entries are all ones. For the
degenerate mean spectrum model,qi and A i are zero. The
solutions to the linear least-squares problem for these models
are presented in Sec. IV C.

2. Subband mean-square-error relationships

Let B1 and B2 be the bandwidths of a partition of a
frequency band of widthB5B11B2 . Further, let«B9

2 (B8)
be the minimum mean-square error computed over a band of
width B8 using model parameters derived on a band of width
B9. It follows from Eq. ~1a! that

«B
2~B!5S B1

B D «B
2~B1!1F12S B1

B D G«B
2~B2!. ~A1!

Furthermore,«Bi

2 (Bi)<«B
2(Bi), since the parameters for the

subband,Bi , were derived to minimize«Bi

2 (Bi), whereas,

the parameters for total band,B, were derived to minimize

«B
2(B) and not«B

2(Bi). It follows from these inequalities and
Eq. ~A1! that

«o
2~B!5S B1

B D «B1

2 ~B1!1F12S B1

B D G«B2

2 ~B2!<«B
2~B!,

~A2!

with equality if and only if«B1

2 (B1)5«B
2(B1) and «B2

2 (B2)

5«B
2(B2), or equivalently, if and only if there is no improve-

ment in the mean-square error obtained through subband
partitioning. Thus, the difference between«B

2(B) and«o
2(B)

is a measure of that improvement. We also note that al-
though Eq. ~8! implies that min@«B

2(B1),«B
2(B2)#<«B

2(B)
<max@«B

2(B1),«B
2(B2)# for the subband models evaluated on

the full band, we can only conclude that
min@«B1

2 (B1),«B2

2 (B2)#<«B
2(B) for the subband models evalu-

ated on the subbands themselves. Finally, we note that
«B

2(B),«Bi

2 (Bi) does not imply that it is better to use the

full-band model when approximating a spectrum the sub-
band,Bi , since the inequality«Bi

2 (Bi)<«B
2(Bi) must always

hold.

3. The rational spectrum model solutions to the linear
problem

The rational spectra results were obtained using the lin-
ear theory to solve for the linear parameters in terms of the
unknown frequency parameters and then minimizing the
mean-square error over the frequency parameters. According
to the linear theory, the displacement parameter is simply the
average spectrum level,d i5Si

b which depends neither on the
unknown frequency parameters nor the order of the model.
Furthermore, the linear theory completely determines the
order-one model, since the RS-1 model does not depend on
the frequency parameters. For the RS-1 model, the exponent
coefficient is given by

ñ15
g1

r 1,1
, ~A3!

where g15^(Si( f )2Si
b)(b1( f )2b̄1( f ))&F and r 1,1

5^(b1( f )2b̄1( f ))2&F . For the higher-order models, the ex-
pressions for the exponent coefficients and the mean-square
error take the usual form, withgp and r p,n representing fre-
quency correlations of the data with the approximating func-
tions and the approximating functions with themselves, re-
spectively.
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An inverse method is proposed in order to determine the viscoelastic properties of
composite-material plates from the plane-wave transmitted acoustic field. Analytical formulations of
both the plate transmission coefficient and its first and second derivatives are established, and
included in a two-step inversion scheme. Two objective functions to be minimized are then designed
by considering the well-known maximum-likelihood principle and by using an analytic signal
formulation. Through these innovative objective functions, the robustness of the inversion process
against high level of noise in waveforms is improved and the method can be applied to a very thin
specimen. The suitability of the inversion process for viscoelastic property identification is
demonstrated using simulated data for composite materials with different anisotropy and damping
degrees. A study of the effect of the rheologic model choice on the elastic property identification
emphasizes the relevance of using a phenomenological description considering viscosity.
Experimental characterizations show then the good reliability of the proposed approach. Difficulties
arise experimentally for particular anisotropic media. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1451072#

PACS numbers: 43.35.Cg@SGK#

I. INTRODUCTION

Nondestructive evaluation of material viscoelastic prop-
erties opens promising prospects for material knowledge and
structure behavior. In this paper, the notion of viscoelasticity
acoustically related to wave energy loss in solids covers both
the viscosity and all other damping mechanisms1 ~scattering,
frictional damping, structural damping,...!.

Well-established characterization ultrasonic methods use
bulk waves obliquely incident from an outer medium~water
or air! onto a plate. They are usually based on the modeling
of either plate2,3 or bulk4–9 waves. Thus, the associated ul-
trasonic devices are, respectively, designed to measure either
the leakage of the waves propagating within the plates into
the surrounding medium, or the waves propagating through
the plate thickness. The main disadvantage of the first men-
tioned approach using leaky Lamb waves lies in the difficul-
ties of the inversion processes for identifying the material
viscosity properties. Studies using bulk waves propagating
through plates have shown that the wave speed measure-
ments coupled with an energy~or amplitude! criterion allow
the determination of the complex stiffnesses by means of
simple inversion processes. These complex constants are
usually introduced to model the viscoelastic mechanisms.

The tensor real part is related to the elasticity constants while
the imaginary part is related to the viscosity constants. The
main advantages of this well-known technique concern the
simplicity of the experimental setup design and the rapidity
of identification from a suitable set of waveforms. The elas-
ticity constants are extracted from wave speed measure-
ments, and the viscosity parameters are then determined
from both the amplitude measurements and the elastic prop-
erties already recovered. However, questions still remain re-
garding the reliability of these inverse methods for some
materials or samples. Of particular concerns is the time reso-
lution of overlapped waves when dispersive effects are
present or when the wavelength-to-thickness ratio is
large.10,11 A solution consists of increasing the working fre-
quency while staying below the upper frequency boundary
associated with the homogeneous medium assumption. Due
to the difficulties to meet at the same time these two fre-
quency requirements, the signal processing limits can lead to
a characterization failure.12

In order to extend the limits of these methods, inversion
methods using the plate transfer function calculation have
been suggested. First, mathematical approaches used an ob-
jective function defined from the shift between the Euclidian
norms of the measured and predicted moduli of the platea!Electronic mail: n.leymarie@lmp.u-bordeaux.fr

b!Electronic mail: christophe.aristegui@univ-lyonl.fr
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reflection13 or transmission14 coefficient. Recently, an im-
provement has been proposed15 by considering the signal
spectrum modulus instead of the transmission coefficient and
introducing in this way the ‘‘frequency weight of the source
signal.’’ However, because these techniques do not take into
account explicitly the signal phase features, characterization
difficulties arise both with the decreasing plate thickness and
with increasing the medium dispersion or noise in signals.
Another approach deals with the minimization of the Euclid-
ian norm of the shift between the measured and predicted
moduli of the plate reflection.16 This method considers ex-
plicitly the phase spectrum, but its formulation still induces a
non-negligible sensitivity to noise in data.

In this paper we outline a new inverse method with a
very reduced noise sensitivity that is suited to both very thin
plates and strongly dispersive media. As for the previous
works, the proposed method is based on the use of the plate
transfer function in the inverse problem. However, a first
improvement concerns a mathematical development in
which the triclinic plate transfer function in transmission and
its first and second derivatives with respect to the complex
stiffnesses are analytically established. The second improve-
ment lies in the optimization strategy defined by introducing
two innovative objective functions inferred from the
maximum-likelihood principle17,18 applied to analytic sig-
nals. The reliability and the accuracy of the inversion method
for the complex stiffness reconstruction are investigated first
by means of numerical simulations. For this purpose, several
tests are carried out on calculated signal sets for different
plate thicknesses and material dampings. Next, attention is
focused on the effect of an erroneous choice of the rheologic
model on the elastic property recovery. Finally, two experi-
ments are performed on one isotropic and one anisotropic
thin plate in order to examine the suitability of the inverse
process for the experimental identification of viscoelastic
properties.

II. TRICLINIC PLATE TRANSFER FUNCTION IN
TRANSMISSION

In this section we describe the different steps to establish
the transfer functionH of a viscoelastic triclinic plate im-
mersed in a fluid, its gradient vector“H and its Hessian
matrix ¹2H with respect to the complex stiffness compo-
nents. These last two developments lead to an exact formu-
lation of the iterative scheme used in the minimization pro-
cesses presented further in Sec. III. Establishing the transfer
function of a plate requires the study of the problem of wave
reflection and refraction at liquid–anisotropic solid–liquid
interfaces for a homogeneous, infinite and harmonic plane
wave.

A. Wave propagation in triclinic plates

Let k be the complex wave number, or wave bivector,
andS the slowness bivector related tok by k5vS, wherev
is the angular frequency. The use of slownesses removes the
frequency dependence in numerous calculations. According
to the Snell–Descartes laws, the projections of the slowness
bivector on the2 and 3 axes, denotedS2 and S3 , respec-

tively, are identical in each medium for every partial waves
m generated in the plate from the known incident modeI
~Fig. 1!. Then one has

S2
I 5S2

~m! and S3
I 5S3

~m! , ~1!

where the superscript in italics represents the incident waveI
or the partial wavem.

As usual, the slowness componentS1
(m) along the1 axis

and the polarization vectorP(m) both associated with the par-
tial wavem in the solid medium are deduced from the Christ-
offel equation,19

~S.C.S2rI3!"P50, ~2!

whereC is the fourth-rank complex stiffness tensor of the
solid, r its density, andIn the (n3n) unit matrix. Using the
abbreviated subscript notation, the tensorC is expressed by
the 21 independent complex components of a symmetric
~636! matrix (Ci j ).

19 The slowness componentsS1
(m) are the

roots of the following sixth-degree polynomialP,

P~S1 ;Ci j ,r,S2
I ,S3

I !5det~S.C.S2rI3!, ~3!

expressed in terms of the slowness componentS1 . For each
slowness solutionS1

(m) , the associated normalized polariza-
tion vectorP(m) is then deduced by solving Eq.~2!. Thus, the
six pairs of solutions (S1

(m) ,P(m)) define the six partial waves
that propagate in the plate. The partial waves propagating
forward through the plate thickness along the direction1 are
noted QL1, QT11, and QT21, whereas the three others
propagating backward are denoted QL2, QT12, and QT22,
as shown in Fig. 2. The superscripts QL, QT1, and QT2
indicate the features of the quasilongitudinal and of the two
quasitransverse waves, respectively. The waves generated in
the fluid, denoted by the superscriptR andT, correspond to
the reflected and transmitted plane waves, respectively.

The formulation used for the displacement field associ-
ated with the partial wavem at any space pointM and at
time t is defined by

FIG. 1. Coordinate system~1,2,3! associated with the incident plane wave at
the liquid–solid–liquid interfaces. The azimuthal propagation plane~P! is
defined by the anglec, and the angle between the normal to the interface
and the direction of the propagation of the incident waveI corresponds to
the angle of incidenceu.
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u~m!5Re$A~m!P~m! exp@ iv~ t2S~m!"M !#%, ~4!

whereA(m) is the complex amplitude.

B. Formulation of the transmission coefficient for a
triclinic plate immersed in a fluid

The anisotropic plate transmission coefficient is classi-
cally determined from continuity of normal displacements
and mechanical tension vectors at each interface. The calcu-
lation method used has previously been presented by Des-
champs and Hosten20 for an orthotropic plate. Although the
formulations of the plate transfer functions in both transmis-
sion and reflection are accessible by this method, we focus
only on the transmission coefficient. By defining the~134!
‘‘continuity vector’’ l(m) of the partial wavem such as

Re$A~m! exp@ iv~ t2S~m!"M !#3 l~m!%

5~u1
~m! ,s11

~m! ,s12
~m! ,s13

~m!! t, ~5!

with s (m) the stress tensor associated with the displacement
field u(m), the four equations of continuity at each plate in-
terface can be replaced by the following~838! linear sys-
tem:

A"X5b, ~6!

where the~138! vectorX is defined by

X5S Xa

Xb
D , ~7!

with Xa5(AR,AQL1
,AQT11

,AQT21
) t and Xb5(AT,AQL2

,
AQT12

,AQT22
) t. Note that the subscriptsa and b refer to

the plate interfaces, as shown in Fig. 1. In Eq.~6!, b repre-
sents the~138! known source vector, such that

b5S AIeiaS1
I
lI

0 D , with a5v
d

2
, ~8!

whered is the plate thickness andA denotes the continuity
matrix corresponding to the continuity equations on both
plate interfaces. This~838! matrix A can be rewritten in
terms of~434! block matrices, such as

A5S LaFa LbUFb
21

LaUFa
21 LbFb

D
5S Ma 0

0 Mb
D 1S 0 Ba

Bb 0 D
5M1B, ~9!

where

La5~2 lR,lQL1
,lQT11

,lQT21
!,

Lb5~2 lT,lQL2
,lQT12

,lQT22
!,

Fa5diag~e2 iaS1
I
,eiaS1

QL1

,eiaS1
QT11

,eiaS1
QT21

!,

Fb5diag~e2 iaS1
I
,eiaS1

QL2

,eiaS1
QT12

,eiaS1
QT22

!,

U5diag~0,1,1,1!.

It is important to note that the expressions~8! and ~9! have
been established by fixing the phase origin at the plate
middle corresponding to the zero abscissa along the direction
1. In addition, the term exp@iv(t2S2

(m)x22S3
(m)x3)#, common

to all the partial waves, has been factorized and omitted. The
advantage of this block decomposition is to separate both
interfaces in the calculation. Then rewriting Eq.~9! as

A5M~ I82R!, ~10!

allows us to define the reflection–refraction matrixR as

R5S 0 Ra

Rb 0 D 5S 0 2Ma
21Ba

2Mb
21Bb 0 D . ~11!

Finally, the first component of the vectorXb , noted (Xb)1 ,
corresponding to the transmission coefficientAT, Eq. ~7!, is
determined by solving Eq.~6!, where the substitution~10!
for A has been integrated. Hence the analytical formulation
of the transfer functionH in transmission for a triclinic plate
immersed in a fluid is established as

H5AT/AI

5~Xb!1 /AI

5eiaS1
I S Rb (

n50

Ne

~RaRb!nMa
21"l1D

1

, ~12!

by considering the simple transmitted wave corresponding to
n50, and theNe echoes propagating through the plate~tran-
sient assumption!, or as

H5AT/AI

5~Xb!1 /AI

5eiaS1
I S Rb~ I42RaRb!21Ma

21"lI D
1
, ~13!

by considering the simple transmitted wave and all the mul-
tireflected echoes in the plate~Ne5`, harmonic
assumption!.21 Note that the transfer function depends im-
plicitly on the complex stiffnesses by way of both the slow-
nessesS1

(m) and their associated polarization vectorsP(m).
Hence, the matrix formulations established in Eqs.~12! and

FIG. 2. Waves propagating in the azimuthal plane~P!, defined in Fig. 1, at
the liquid–anisotropic solid–liquid interfaces.
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~13! make easier the use of the plate transfer function in the
further calculations.

By assuming plane wave propagation, the expressions
~12! and ~13! can then be used to simulate the temporal
waveformyn by

yn5F 21@e2 iaS1
I
E~v!Hn~v;r,d,Ci j !#, ~14!

whereE is the spectrum of the experimental reference signal
e propagating in water without the plate,Hn is the plate
transfer function andF21 is the inverse Fourier transform
operator. Note that the subscriptn refers to a given couple of
angles (un ,cn).

C. Derivatives of the transfer function

The analytical expression of the transmission coefficient
of an anisotropic plate has been established as a function of
frequency, density, thickness, incident, and azimuthal angles
and obviously complex stiffnesses. Let us now describe the
analytical development of the first and second derivatives of
the transfer functionH, Eq. ~12! or ~13!, with respect to the
complex stiffnesses. The functionH is expressed in terms of
the two matrixesR andA, which depend implicitly on the
slowness componentsS1

(m) and the stiffness componentsCi j ,
via the polarization vectorsP(m), displacements and stresses.
The problem is then equivalent to assess theS1

(m) component
variations with respect to each componentCi j , knowing that
Eq. ~3! has to be verified. Thus, applying the implicit func-
tion theorem to Eq.~3! yields

]w~m!

]Ci j
52

]P/]Ci j

]P/]S1
~15!

and

]2w~m!

]Ci j ]Ckl

52S ]2P
]Ci j ]Ckl

1
]w~m!

]Ci j

]2P
]S1 ]Ckl

1
]w~m!

]Ckl

]2P
]Ci j ]S1

1
]w~m!

]Ci j

]w~m!

]Ckl

]2P
]S1

2 D Y ]P
]S1

, ~16!

where w (m) is the local function defined in the vicinity of
S1

(m) such asS15w (m)(Ci j ). Then for any polarization, dis-
placement, or stress component associated with a partial
wave m and denoted byq(m), their first and second deriva-
tives with respect to all the complex stiffnesses can be easily
deduced from

dq~m!5S ]q~m!

]Ci j
1

]w~m!

]Ci j

]q~m!

]S1
DdCi j ~17!

and

d2q~m!5S ]2q~m!

]Ci j ]Ckl
1

]w~m!

]Ci j

]2q~m!

]Ckl ]S1

1
]w~m!

]Ckl

]2q~m!

]Ci j ]S1
1

]w~m!

]Ci j

]w~m!

]Ckl

]2q~m!

]S1
2

1
]q~m!

]S1

]2w~m!

]Ci j ]Ckl
D dCi j dCkl . ~18!

Therefore, an application of the differentiation rules on the
algebraic linear expressions~12! and ~13! allows one to es-
tablish the analytical forms of both the gradient vector“H
and the Hessian matrix¹2H as a function of the components
Ci j . The vector“H and the matrix¹2H will be introduced
in the optimization process described in Sec. III B.

III. INVERSE PROBLEM

The establishment of the suggested method has been
guided by our desire to take into account explicitly all the
features of the transmitted waveforms. For this purpose, two
objective functions based on a physical approach are con-
structed by considering information on both the signal phase
and the signal energy.

Our work is directly inferred from the maximum-
likelihood principle and the expression of ambiguity
functions.17,18 These tools were first used in radar and sonar
studies.22 The use of the analytic formulation of signals, in-
troduced by Gabor23 and Ville,24 and developed during the
last decade for signal processing and time–frequency
analysis,25 appears to be suited to this kind of assessment
problem.

A. Objective function based on the maximum-
likelihood principle

A well-known investigation tool of ambiguity functions
is the scalar product defined in the square integrable function
spaceL2 . The scalar product between the analytic signals
y0(t) and y1(t,K) with finite energy can then be written as
follows:

^y1~•,K !,y0&5E
2`

1`

y1~ t,K !y0~ t !dt, ~19!

whereK is an unknown parameter andy0 denotes complex
conjugation of the analytic signaly0 . Note that the Parseval
identity ^y1 ,y2&5^Y1 ,Y2&, with Yi the Fourier transform of
yi ( i 51,2), allows the calculation of the scalar product in
either the time or the frequency domain. In contrast with the
‘‘real scalar product’’ between two real signals, we will call
‘‘analytic scalar product’’ the scalar product between the two
analytic signals deduced from these real signals. The analytic
scalar product provides more information than the real scalar
product.

By definition, the spectrum of an analytic signal deduced
from a real signal contains no negative-frequency compo-
nents. Hence, for the analytic scalar product calculation in
the frequency domain, only the positive frequency range,
denotedD f , is considered. Thus, the frequency formulation
based on the Parseval identity reduces the computation time
of the scalar product calculation.
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Investigations are then carried out in order to establish a
minimization process based on the maximum-likelihood
principle between the experimental and predicted signals
with Ci j as parameters. Let us introduce three functions use-
ful for a clear presentation of the objective functions. The
signal interaction energyen

int , and the predicted and experi-
mental signal energies,en

pre anden
exp are defined, respectively,

as

en
int~Ci j !5^yn~•,Ci j !,yn

exp&5E
D f

Yn~v,Ci j !Yn
exp~v!dv,

en
pre~Ci j !5^yn~•,Ci j !,yn~•,Ci j !&5E

D f

uYn~v,Ci j !u2 dv,

~20!

en
exp5^yn

exp,yn
exp&5E

D f

uYn
exp~v!u2 dv,

where yn
exp(t) and yn(t,Ci j ) are the experimental and pre-

dicted analytic signals associated with the pair of angles
(un ,cn). The symbolu•u represents here the modulus of a
complex value. Introducing the transfer functionHn in Eq.
~20!, we find that the functionsen

int anden
pre take the form

en
int~Ci j !5E

D f

Hn~v,Ci j !gn~v!dv,

~21!

en
pre~Ci j !5E

D f

uHn~v,Ci j !u2jn~v!dv,

with gn(v)5E(v)Yn
exp(v) andjn(v)5uE(v)u2.

The introduction of the previous energetic quantities
bridges a gap between the maximum-likelihood principle and
the objective function construction. A multistep estimation
scheme is proposed. LetNS be the chosen number of experi-
mental signals to be recorded. The following objective func-
tions F init andFfinal are considered:

F init~Ci j !5 (
n51

NS S 12
uen

int~Ci j !u2

en
pre~Ci j !•en

expD ~22!

and

Ffinal~Ci j !5 (
n51

NS

u f n~Ci j !u2, ~23!

with

f n~Ci j !512
en

int~Ci j !

en
exp , ~24!

and successively minimized in order to identify the optimal
set of parameters (Ci j

opt), such that

~Ci j
opt!5min

~Ci j !

$Ffinal~Ci j !%. ~25!

The two objective functions, Eqs.~22! and ~23!, have
been chosen to be positive and locally convex around their
minimum minimorum, which is identical for both of them
and equals zero. In addition, these objective functions have
been associated because of their complementarity. As a first
approach, the functionF init based on an ‘‘envelope recogni-

tion’’ principle presents the advantage to be regular away
from the global minimum (Ci j

opt), while the secondFfinal is
sharp and possesses more local minima due to its greater
phase sensitivity. Thus, the signal recognition is improved
near the optimal solution. Hence a multiple step estimation
scheme based on the successive minimization of these two
functions enables the accurate identification of the material
viscoelastic properties from signal recovery.

B. Solving method

Since the function,F, representing eitherF init or Ffinal, is
a real function of complex parameters, its minimization is
not straightforward. Let us separate the real and imaginary
terms of each componentCi j , denoted by the subscriptsCi j8
and Ci j9 , respectively. This leads us to introduce the real
function F̂, defined as

F̂~Ci j8 ,Ci j9 !5F~Ci j !. ~26!

The minimization of the objective functionF̂ is then
carried out by using the generalized Newton method associ-
ated with the steepest descent technique. The functionH be-
ing a priori analytic, the computations of both the gradient
vector and the Hessian matrix of the functionF̂ are per-
formed by using the Cauchy–Riemann relationships. Addi-
tional details are given in Appendix A. Finally, the analytical
formulation of the descent direction, which allows a faster
and more reliable identification than in the case of numerical
assessments of derivatives, can be easily established.

In addition, a confidence intervalI (Ci j ) is associated
with each identified complex stiffness. A discussion of the
limit of the recovery reliability from a set of recorded wave-
forms can be based on the analysis of these statistic quanti-
ties. Details of the confidence interval calculation for the
complex stiffnesses,I (Ci j8 ) and I (Ci j9 ), respectively, are
given in Appendix B. A study of the confidence interval be-
havior with respect to the level of noise in waveforms will be
carried out in the following section.

IV. MAIN FEATURES OF THE INVERSION METHOD:
NUMERICAL SIMULATION

The different features of the proposed optimization pro-
cess are investigated by simulating a typical experiment. The
calculation of the simulated signals (yn)1<n<NS

is performed
by assuming plane wave propagation. The harmonic assump-
tion has been made for the signal modeling in order to avoid
some problems related to the divergence of the Debye’s
series21 used for the transfer function computation under
transient assumption, Eq.~12!. The influence of the param-
eters, such as the signal-to-noise ratio~SNR! or plate thick-
ness, is evaluated by comparing the set of recovered complex
stiffnesses (Ci j

opt) with the corresponding values (Ci j
true) used

for the signal simulation.

A. Test description

The signals are simulated in different azimuthal plane
~P! for an absorbing orthotropic material. Its viscoelastic
properties are then expressed by nine complex constants. Ac-
cording to the working frequency range and the material
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properties, a unique rheologic model cannot represent all the
damping phenomena. In most cases, the complex stiffnesses
have the form

Ci j 5Ci j8 1 iCi j9 5Ci j8 1 i S v

v0
D p

Ci j ,09 , ~27!

where p is equal20 to 0, 1, or 2. The parametersCi j8 are
independent of the frequency and represent the elasticity
constants of the material. The set of valuesCi j ,09 , represen-
tative of the damping property, are related to the frequency-
dependent parametersCi j9 through the rheologic model~27!.

The complex constants used for simulation are similar to
those of a unidirectional carbon-epoxy composite, as seen in
Table I. Its density is 1560 kg/m3. The effects of anisotropy
and damping on the optimization process are examined by
considering the three cases summarized in Table II. For these
simulations thep coefficient, defined in Eq.~27!, is fixed and
equal to 1, and the center frequency of the reference signale
measured experimentally, is 2 MHz. These three tests differ
from each other by their own degrees of anisotropy and
damping. From Table I, it can be seen that the plane~1,2! is
quasi-isotropic while the plane~1,3! is anisotropic. The
damping degree varies by considering that the sct of con-
stants Ci j ,09 given in Table I corresponds to the intrinsic
damping constants at different frequencies, 2 MHz for the
two first cases, and 0.5 MHz for the last one. Hence, at a
given frequency, the constantsCi j9 are larger for the third
case than for the first two ones. Finally, theNc complex
stiffnesses to be recovered by the inversion process (Nc

54), the numberNs of considered signals, and the range of
incident angles used for the waveform simulation are listed
for each implemented test in the fifth, sixth, and seventh
columns of Table II, respectively. Note that the value re-
ported below each arrow represents the incident angle incre-
ment. In addition, the influence of the plate thickness is ex-
amined by considering 0.5, 1, 2, 4, and 8 mm thick samples.
We note that the wavelength at 2 MHz of the longitudinal

wave at normal incidence is 1.4 mm. Thus, the set of imple-
mented simulations should allow us to study the behavior of
the proposed inversion process as well in the case of thin
plates as in the case of dispersive materials.

B. Optimization process efficiency without noise in
the simulated signals: Stability on initial guess

The process efficiency is studied with respect to the pa-
rameter initialization. Numerous factors going from the
wavelength-to-thickness ratio to the material properties can
affect the shape of the used objective functions by inducing
several minima. Therefore the implemented optimization
process does not lead to the global minimum for any initial
set of unknowns. However, this problem can be solved both
by relying on the laboratory knowledge and by constructing
an optimization method with the widest convergence do-
main. This last point has been worked out by designing a
two-step inversion scheme. As a first approach the function
F init, Eq. ~22!, based on an ‘‘envelope recognition,’’ is mini-
mized. Then the minimization of the second functionFfinal,
Eq. ~23!, is performed in order to improve the signal recog-
nition by increasing the phase sensitivity.

To test the stability on an initial guess, a random pertur-
bation is imposed on the original set of variables. For the set
of simulation tests presented in Sec. IV A, the original com-
plex stiffnesses are recovered independently of the initial
values selected in a range of650% from the original values.
The errors on the viscoelastic property reconstruction are al-
ways lower than 0.1% for plates of thickness between 0.5
and 8 mm. That shows the excellent efficiency and accuracy
of the implemented process even for very thin plates.

C. Optimization reliability with additional noise in the
simulated signals

One of the main advantages of the chosen objective
functions concerns their slight sensitivity to noise. Let us
consider a zero-mean Gaussian white noise@denotedb(t)#
added to a signal. Since this kind of noise is decorrelated
from the modeled signal@i.e., ^yn(•,Ci j ),b)&50#, the noise
only has an effect on the objective functionFfinal via the
denominator of the function~24!. The optimal set of param-
eters~25! is therefore weakly affected by the noise level in
waveforms. Thus, in contrast with the optimization processes

TABLE I. Viscoelastic properties of the composite material used for simu-
lation.

Stiffnesses
in GPa C11 C22 C33 C12 C13 C23 C44 C55 C66

Ci j8 12 12 136 6.8 5.4 5.4 6.2 6.2 3.4
Ci j ,09 0.65 0.65 1.1 0.12 0.23 0.23 0.22 0.22 0.24

TABLE II. Main aspects and characteristics of each performed simulation. The complex stiffnesses associated with the azimuthal planes~1,2! and ~1,3! are
shown in Table I.

Simulation test
(p51) v0/2p

Anisotropy
degree

Damping
degree

Sensitive
stiffnesses

Range of
incident angles

Number of
simulated

signals

First plane~1,2! 2 MHz low low (C11 ,C22 ,C12 ,C66) F0°→
4°

step

60°G Ns516

Second plane~1,3! 2 MHz high low (C11 ,C33 ,C13 ,C55) F0°→
1°

step

6°→
0.5°

step

10°→
2°

step

24°G Ns522

Third plane~1,3! 0.5 MHz high high (C11 ,C33 ,C13 ,C55) F0°→
1°

step

6°→
0.5°

step

10°→
2°

step

24°G Ns522
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already proposed,13–16 the successive use of the objective
functions ~22! or ~23! reduces significantly the noise sensi-
tivity of the inversion process.

The noise sensitivity is quantified by comparing the re-
constructed results for four different values~40, 24, 12, and 0
dB! of the SNR defined as the energy ratio. Figure 3~b!
shows an example of a scattered signal with a SNR of 0 dB,
simulated by adding noise to the original signal reported in
Fig. 3~a!. Thus, the noisy waveform is randomized within an
interval defined by the SNR level.

In order to illustrate the noise and thickness influences,
quadratic errors are defined as

DC85
1

Nc
A(

i< j
S Ci j8

opt

Ci j8
true21D 2

and ~28!

DC95
1

Nc
A(

i< j
S Ci j ,09opt

Ci j ,09true21D 2

,

for the real and imaginary unknowns of theNc sensitive
complex stiffnesses reported in the fifth column of Table II.

In an attempt to get rid of the randomization of a noisy
signal amplitude, 16 runs were made for each value of the
plate thickness and SNR level. Then the quadratic errorsDC8

and DC9 for reconstructed elasticity and damping constants
were computed for each of the 16 runs. Finally, the means
over the 16 runs are performed for the three simulation tests.

For the sake of clarity, only the results for the second
simulation test are displayed in Fig. 4, with the results ob-
tained from the sets of waveforms without random noise. It
is interesting to note that, the errorsDC8 and DC9 for no
additional noise in the waveforms are nearly zero for all
processed cases. That points out the accuracy of the sug-
gested method. It can also be observed that, although the
errors on the damping constantsCi j ,09opt become significant
with the increasing noise level, the errors on the real parts are
negligible, even for both large noise levels and very thin
plates. As expected from the theory, the shiftsDC8 andDC9
between the optimal parameters and the original values are
very small and increase with the noise level. The slight val-
ues of the errorDC8 on the identification from noisy signals
point out the excellent determination of the elastic properties.
The results for the damping property identification are also
very satisfying for the noise levels of 40 and 20 dB. For the
two other higher noise levels, the errors become non-
negligible, even if the greatest error is always lower than
10%. However, it is important to note that these noise levels
are only reached for the case of nonaveraged signals propa-
gating in plates immersed in air.

From the comparison between the three above-
mentioned simulation tests, the effects of both the anisotropy
and the damping on the reconstruction accuracy can also be
discussed. No conclusion can be drawn for the elasticity con-
stant identification due to the negligible errors,DC8, always
lower than 1%. The comparison between the identifications
performed for the first and second tests shows that the plate
anisotropy does not really affect the identification of the
damping constantsCi j ,09opt. In addition, from the second and
third tests, we have noted that the errors occurring on the
damping constants decrease with the increasing damping.
This can be explained by the increasing influence of phase
dispersion, which makes the final objective functions more
sensitive to the damping constants.

The reconstruction reliability and robustness can also be
examined by comparing the sets of original and recon-
structed signals for the largest deviationsDC8 and DC9 re-
ported in Fig. 4. Thus, the signals corresponding to the least
accurate signal reconstruction~u540°! for the first simula-
tion test with a SNR of 0 dB and a 0.5 mm thick plate are
displayed in Fig. 5. Figure 5~c! shows the signal recovered

FIG. 3. Signal simulated for a 2 mmthick plate in water withun57° and
cn590°: ~a! without noise;~b! with additional noise corresponding to a
SNR of 0 dB. Both simulations have been performed for the third simulation
test given in Table II.

FIG. 4. Errors on the real and imagi-
nary recovered stiffnesses, Eq.~28!,
for the second simulation test defined
in Table II.
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from the noisy signal, Fig. 5~b!, which has previously been
simulated from the original signal represented in Fig. 5~a!.
The excellent agreement between the original and recovered
signals, points out the robustness of the inversion process.

The tensor deviation norms~28! do not allow us to il-
lustrate the variation of each identified stiffness with respect
to the signal noise and the plate thickness. We did not choose
to represent all the corresponding curves because of the in-
teresting property of our inversion process associating a con-
fidence interval with each identified parameter: all the com-
plex stiffnesses recovered for all implemented simulations
coincide, to the nearest confidence intervals, with the origi-
nal constants used.

However, the uncertainties can be quantified by defining
the norms,

DI ~C8!5
1

Nc
A(

i< j
S I ~Ci j8

opt!

Ci j8
true D 2

and ~29!

DI ~C9!5
1

Nc
A(

i< j
S I ~Ci j ,09opt!

Ci j ,09true D 2

.

The DI (C8) and DI (C9) results regarding the noise level
and the plate thickness are similar for all processed cases.
Thus, an illustration of their behaviors is given in Fig. 6 for
the second simulation test. The normsDI (C8) and DI (C9)
increase as the noise level in the simulated signals whatever
the plate thickness is. Subsequently, it can be concluded that,
as expected, the higher the noise level, the more uncertain
the optimal parameters. That demonstrates that the confi-
dence intervals quantify the reliability of the inversion algo-
rithm for identifying stiffnesses. Thus, the reconstruction re-
sults become uncertain for a 0.5 mm thick plate when noise
is introduced in signals.

The slight values ofDI (C8) in Fig. 6 show the great
sensitivity, and therefore the strong reliability, of the inver-
sion algorithm for identifying the elasticity constantsCi j8 . It
can also be seen that the normDI (C9) on the damping con-
stants Ci j ,09 becomes important with the increasing noise
level and the decreasing plate thickness, while the errorsDC9
remain fairly slight, as shown in Fig. 6~b!. The large values
of DI (C9) are mainly due to the nonzero values of the func-
tion Ffinal minimum increasing with the noise level.

Minimizations of the objective functions already intro-
duced by previous authors13–16 have also been carried out.
As expected from the theory, noise induces a more important
shift in the recovered stiffnesses. We have noted an increase
of the error on the real part of stiffnesses with respect to our
approach that takes into account explicitly the signal phase,
Eqs.~22! and ~23!.

D. Influence of the rheologic model on the real part
of the stiffness tensor

As already mentioned, ana priori choice of the rheo-
logic model~27! needs to be made for the identification of
viscoelastic properties. Damping mechanisms can be due to a
combination of different energy dissipation phenomena: dif-
fraction, friction, or viscoelastic features of the material.
Thus, one must keep in mind that the damping phenomena
may be unknown or inexactly modeled. Hence, it becomes

FIG. 5. Signal reconstruction for the first simulation test~with a SNR of 0
dB and a 0.5 mm thick plate! corresponding to the largest deviationDC9.
For the 40° incident angle:~a! the original signal simulated without noise,
~b! the signal simulated with additional noise, and~c! the signal recon-
structed from~b!.

FIG. 6. Real and imaginary relative
confidence intervals, Eq.~29!, for the
second simulation test defined in Table
II.
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necessary to study the consequences of this choice on the
identification of the real part of the stiffness tensor.

For the three configurations given in Table II, a qua-
dratic frequency dependence of the imaginary constantsCi j9
@i.e.,p is fixed to 2 in Eq.~27!# is assumed and signal sets are
simulated without additional noise. Complex stiffnesses are
then identified under different rheologic model assumptions,
and compared with the original stiffnesses used for signal
simulation, by assessing the normDC8, Eq. ~28!. The imagi-
nary stiffnessesCi j9 are successively assumed to be 0, fre-
quency independent (p50), linear-frequency dependent (p
51), and quadratic-frequency dependent (p52). Thus, the
medium to be identified is considered elastic, and then vis-
coelastic with different models~p50, 1, or 2!. Results for
DC8 are presented by Fig. 7.

The noise level in the simulated signals being zero, the
results of the quadratic-damped medium characterization are
identical to the original stiffnesses~DC850! and therefore
are not reported in Fig. 7. Whatever the plate thickness and
the processed case, the error on the real stiffness identifica-
tion is much greater for the assumed-elastic medium than for
the assumed-viscoelastic media. As expected, the higher the
deviation between the simulated and assumed rheologic
models, the higher the error on the real part stiffness identi-
fication. However, the slight values ofDC8 shown in Fig. 7
for any of the three viscoelastic models, point out the need to
consider a viscosity parameter in our modeling. In addition,
Figs. 7~a! and~b! show that the effect of the material anisot-
ropy on the wrong recognition of the intrinsic rheologic
model is slight, whereas by comparing Figs. 7~b! and~c!, the
effect of material damping appears to be significant.

The effect of these four rheologic laws on complex stiff-
ness identification can also be illustrated by displaying the
temporal waveforms recovered assuming the medium to be
successively elastic and viscoelastic (p50,1,2), as seen in
Fig. 8, for the second simulation test with a 2 mmthick plate
andu57°. The original signal used in the inversion process
is similar to the one reported in Fig. 8~d!. The echoes multi-

-

FIG. 7. Errors, Eq.~28!, on the real stiffnesses recovered under different rheologic model assumptions: the imaginary stiffnessesCi j9 are successively assumed
to be zero~i.e., elastic material!, frequency independent (p50) or even linear-frequency dependent (p51). Signals have been simulated assuming a
quadratic-frequency dependence ofCi j9 (p52) for the first~a!, the second~b!, and the third~c! simulation tests given in Table II.

FIG. 8. Signal reconstructions for the second simulation with a 2 mmthick
plate under different rheologic model assumptions: the imaginary stiffnesses
Ci j9 are successively~a! fixed to 0 ~i.e., elastic material!, ~b! frequency
independent (p50), ~c! linear-frequency dependent (p51), and ~d!
quadratic-frequency dependent (p52). The original signal used in the in-
version process has been simulated assuming (p52) for the 7° incident
angle and is similar to the one reported in~d!.
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reflected in the plate that are characteristic of elastic media
can be seen in Fig. 8~a!. Figures 8~b! and ~c! show that the
taking into account of damping in the rheologic model im-
proves the reconstruction by inducing a phase dispersion and
a decrease of echo amplitude. However, despite the bad cor-
relation between the signals displayed in Figs. 8~a! and ~d!,
the inversion with the elastic modeling provides an order of
magnitude for the elasticity constants.

Thus, even if the damping model is unknown, the opti-
mization process leads to a fairly good evaluation of the
elasticity constants if damping is considered through the
rheologic model. That is an interesting advantage of our
characterization technique, which is still valid for strongly
dispersive media.

V. IDENTIFICATION FROM EXPERIMENTAL DATA

An ultrasound is generated and sensed by a pair of iden-
tical underwater piezoelectric transducers between which the
sample is placed. They are supported by two goniometers
that allow one to select any propagation direction of incident
wave. During the angular inspection, the transmitter and re-
ceiver are always facing each other.

The experimental setup presented in Fig. 9 does not take
into account the lateral shift of both the simple transmitted
beam and the echoes multireflected in the plate. Thus, since
the transducer size is finite, the maximum energies of all
signals propagating in the plate may not reach the receiver.
However, the plate considered in this paper being thin, the
effect of these lateral shifts deduced from the Snell–
Descartes law tends to be negligible. Let us recall that these
deviations are also small for the waves slowly propagating in
the plate, and so for media with a weak rigidity-to-density
ratio.

Two experiments are conducted to examine the suitabil-
ity of the established inverse method based on the plane
wave assumption for viscoelastic property characterization.
The experimental characterization conditions are chosen in
order to check the validity of the inverse method for large
wavelength-to-thickness ratios.

A. Isotropic viscoelastic plate

The experimental characterization of a 2.4 mm thick iso-
tropic viscoelastic plate of polymethylmethacrylate~PMMA!
whose density is 1185 kg/m3, is conducted at low frequency.
The center frequency of the reference pulse is around 0.4
MHz and the diameter of both transducers is 29 mm. Signals
are caught for incident angles varying from 0° to 46° by a
step of 2° in the symmetry plane~1,2! defined byc50°. Due
to the properties of PMMA~a weak rigidity-to-density ratio!,
the harmonic assumption remains valid over the large inci-
dent angle range considered. The recovered properties are
given in Table III, with the ones extracted from Ref. 3.

The reliability of this characterization can be investi-
gateda posterioriby comparing the experimental and recon-
structed signals. The experimental reference pulsee, and the
experimental and reconstructed signals foru530°, are repre-

FIG. 9. A schematic diagram of the experimental setup: the sample is im-
mersed in water and placed between two transducers. An ultrasonic pulse is
generated by the transmitter, propagates through the plate, and is then re-
corded by the receiver.

TABLE III. PMMA viscoelastic properties.~a! Reconstruction performed
by using the proposed inverse process from a set of signals propagating
through a 2.4 mm thick plate. The numbers in the parentheses indicate the
confidence interval~in GPa! associated with each identified constant.~b!
Results extracted from Ref. 3.

Stiffnesses
in GPa

with p50 C11 C22 C12 C66

~a! Ci j8 8.49~0.06! 8.32~0.47! 4.21~0.26! 2.08~0.16!
Ci j ,09 0.11~0.03! 0.34~0.30! 0.13~0.15! 0.08~0.05!

~b! Ci j8 8.61 8.61 4.34 2.14
Ci j ,09 0.096 0.096 0.000 0.048

FIG. 10. ~a! The 0.4 MHz center frequency reference signal propagating in
water without the sample. Experimental~b! and reconstructed~c! signals
propagating through a 2.4 mm thick plate of PMMA for the 30° incident
angle. This angle corresponds to the least accurate signal reconstruction.
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sented in Figs. 10~a!–~c!, respectively. Note that this incident
angle corresponds to the largest value off n , Eq. ~24!, and
therefore to the least accurate reconstruction of experimental
signals. It can be observed from Figs. 10~c! and ~b! that the
waveform of the reconstructed signal matches well with the
shape of the measured signal. However, slight differences
appear in the signal tails. These deviations arise from the
spatial shifts of the maximum energy of the echoes multire-
flected in the plate, which are not taken into account by the
plane wave theory. The maximum energy in measured sig-
nals depends indeed on the receiver location in the phase
plane.26 Thus, as long as the incident angle increases, the
plane wave assumption tends to be unrealistic. That affects
essentially the identification of the imaginary part of vari-
ables strongly sensitive to the signals measured for large in-
cident angles, asC22,09 . In addition, the comparison of the
wavelength around 0.4 MHz with the transducer diameter
shows that the beam divergence is about 15°. Hence, the
plane wave assumption may be unrealistic and can explain
the inaccuracy of the imaginary stiffness identification.

However, the results summarized in Table III show, to
the nearest confidence intervals, a fairly good agreement be-
tween the identified viscoelastic properties and the ones ex-
tracted from Ref. 3. From Table III~b!, it is also interesting to
note that the isotropic material symmetry has been experi-
mentally recovered. Finally, the recovery of the well-known
viscoelastic properties of PMMA and the good coincidence
between the sets of measured and recovered signals validates
the identification.

B. Thin anisotropic damping plate

In an attempt to study the anisotropy effect, a second test
is performed on a 2.2 mm thick plate of a two-dimensional
~2-D! carbon–SiC composite whose density is 2025 kg/m3.
This specimen is a high damping material due to porosities.
The center frequency of the reference pulse is around 2 MHz
and the diameter of both transducers is 29 mm. Signals are
measured for incident angles varying from 0° to 18° by step
of 0.5° in the anisotropic symmetry plane~1,2!. The fairly
large rigidity-to-density ratio of carbon–SiC has imposed the
choice of the incident angle range width. In order to mini-
mize the influence of the echoes that do not impinge upon
the receiver faced toward the transmitter, the optimization
process is performed with transient assumption (Ne52).
The recovered complex stiffnesses are given in Table IV,

with the elasticity constants identified from time-of-flight
measurements.

Note that the elasticity constants, Table IV~b!, had to be
determined from wave speed measurements performed at 5
MHz, the lower working frequency at which the mode over-
lapping does not affect the experimental characterization.
The good agreement between the real parts of the stiffnesses
identified at 2 MHz, Table IV~a!, and the elasticity constants
determined from the wave speed measurements show the ac-
curacy of the proposed inversion method for elastic property
reconstruction. In addition, since the presented results are
obtained at a lower working frequency~2 instead of 5 MHz!,
i.e., for a larger wavelength-to-thickness ratio, the limits of
methods based on wave speed measurements are extended.

Only the superimposition of the measured and recon-
structed signal sets can supply information about the accu-
racy of theCi j ,09 identification. The experimental reference
pulsee, and the experimental and reconstructed signals for
u57.5°, are represented in Figs. 11~a!–~c!, respectively. Note
that this incident angle corresponds to the least accurate re-
construction of experimental signals. From the comparison
between Figs. 11~c! and ~b!, it can be seen that the coinci-
dence between the waveforms is excellent for the simple
transmitted wave. Although the discrepancies observed for
the following echoes can be explained by the spatial shift of
echo energy discussed in Sec. V A, it is crucial to mention a
second phenomenon related to material anisotropy. In aniso-
tropic media the energy flux direction may differ from the

FIG. 11. ~a! The 2 MHz center frequency reference signal propagating in
water without the sample. Experimental~b! and reconstructed~c! signals
propagating through a 2.2 mm thick plate of a carbon–SiC composite for the
7.5° incident angle. This angle corresponds to the least accurate signal re-
construction.

TABLE IV. Material properties~in GPa! and associated confidence intervals
of a 2.2 mm thick plate of a carbon–SiC composite.~a! Viscoelastic prop-
erties recovered by using the proposed inversion process withp51. ~b!
Elasticity constants identified from time-of-flight measurements. These two
characterizations have been performed at two different working frequencies:
2 MHz ~a! and 5 MHz~b!.

Stiffnesses
in GPa

with p51 C11 C22 C12 C66

~a! Ci j8 17.8~0.5! 98.6~4.2! 7.3~1.0! 10.0~0.4!
Ci j ,09 3.4~0.2! 7.4~3.7! 1.8~0.6! 0.2~0.3!

~b! Ci j8 16.7~0.2! 88.5~5! 5.3~0.5! 8.5~0.1!
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phase plane direction.27,28Therefore, the uniform distribution
of energy on the phase plane assumed by the plane wave
theory is not experimentally verified. Thus, for high aniso-
tropic materials, the assumption of plane wave propagation
becomes more approximate because of the experimental
setup. Finally, since the results of the identification of the
unknown constantsCi j ,09 are closely related to the used mod-
eling ~plane wave theory, transient assumption!, uncertainties
remain concerning the values given in Table IV~a! for Ci j ,09 .

VI. CONCLUSION

An analytical development of the transfer function in
transmission of an anisotropic plate immersed in a fluid has
been outlined in harmonic and transient assumptions. By ap-
plying the implicit function theorem to the Christoffel equa-
tion, the analytical formulations of the first and second de-
rivatives of this transmission coefficient can be obtained.
Hence, the direct problem being fully analytically developed,
an original inversion scheme based on the maximum-
likelihood principle has been proposed. Two complementary
objective functions have been constructed. Simulation tests
have shown the efficiency and accuracy with thin isotropic
and anisotropic plates, regardless of the noise level and the
damping properties. It has also been demonstrated that the
accurate elastic property identification can be achieved only
by taking into account the damping mechanisms in the mod-
eling. The suitability of the established inversion method for
experimental characterization has been examined by con-
ducting experiments on one isotropic~PMMA! and one an-
isotropic ~carbon–SiC composite material! solids. The suc-
cess of the PMMA viscoelastic properties identification at
very low working frequency has demonstrated the strong re-
liability of the process for large wavelength-to-thickness ra-
tios. The characterization of the carbon–SiC plate has shown
the satisfactory reconstruction of the elasticity constants and
the limits of the plane wave assumption. This modeling dif-
ficulty can be overcome by an already proposed15,29 experi-
mental adjustment, where large transducers are used to im-
prove transmission signal measurement with plane wave
assumptions.

APPENDIX A: DERIVATIVES OF THE OBJECTIVE
FUNCTIONS

The analytical formulations of the first and second de-
rivatives of the objective functions~22! or ~23! require the
examination of the derivative properties of the squared
modulus of a complex functionf. Let zi5xi1 iy i be a ele-
ment of a complex variable set. Then splittingf into two real
functionsP andQ such as

f ~z!5P~x,y!1 iQ~x,y!, ~A1!

the relationship

] f ~z!

]zi
5 f ,i5

]P~x,y!

]xi
1 i

]Q~x,y!

]xi
~A2!

satisfies the Cauchy–Riemann equations,

]P~x,y!

]xi
5

]Q~x,y!

]yi
and

]Q~x,y!

]xi
52

]P~x,y!

]yi
. ~A3!

Defining the functionF̂:R2n→R such as

F̂~x,y!5u f ~z!u2, ~A4!

the following relationships can then be established:

]F̂

]xi
52 Re$ f • f ,i%

]F̂

]yi
52 Im$ f • f ,i%

and ~A5!

]2F̂

]xi ]xj
52 Re$ f ,i• f , j1 f • f ,i j %,

]2F̂

]yi ]yj
52 Re$ f ,i• f , j2 f • f ,i j %,

]2F̂

]xi ]yj
52 Im$ f ,i• f , j1 f • f ,i j %.

APPENDIX B: CONFIDENCE INTERVAL
CALCULATION

The confidence intervalsI (Ci j ) associated with each
identified complex stiffnessCi j are determined by processing
separately the real and imaginary parts of the analytic func-
tion f n , Eq. ~24!. That led us to examine independently the
real and imaginary unknowns of each complex stiffness,Ci j8
andCi j ,09 , respectively. Consequently, we associate with each
of them a real confidence interval,I (Ci j8 ) and I (Ci j ,09 ), re-
spectively.

These two intervals have been determined from the (1
32NS) error vectore

e2n115Re$ f n~Ci j
opt!2 f n~Ci j

true!%5Re$ f n~Ci j
opt!%,

~B1!e2n5Im$ f n~Ci j
opt!2 f n~Ci j

true!%5Im$ f n~Ci j
opt!%,

for nP@1,NS#,

where (Ci j
opt) are the estimated stiffnesses, (Ci j

true) the intrin-
sic stiffnesses, andNS the number of recorded signals. On
assuming that the set of variablesen follows a normal distri-
bution with a zero mean and a constant variance, the cova-
riance matrixV of the assessed stiffnesses (Ci j

opt) can then be
expressed as

V5
e t
•e

2~NS2Nc!
F S ]gn

]c D t

•S ]gn

]c D G
with gn5H Re$ f n%, if n is odd,

Im$ f n%, if n is even,
~B2!

where the (132Nc) vectorc, formed by theNc variables to
be identified,Ci j8 or Ci j ,09 . Since the distribution of the ratios

(ci
opt2ci

true)/AV i i satisfies a student’st distribution with
2(NS2Nc) degrees of freedom, a confidence intervalI (ci)
can then be associated with the variableci

opt such as

uci
opt2ci

trueu,I ~ci !, ~B3!

with, for example, a 95% level of confidence.
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An inverse method based on a combination of the wavelet transform and artificial neural networks
is presented. The method is used to recover the elastic constants of a fiber-reinforced composite
plate from experimental measurements of ultrasonic Lamb waves generated and detected with
lasers. In this method, the elastic constants are not recovered from the dispersion curves but rather
directly from the measured waveforms. Transient waveforms obtained by numerical simulations for
different elastic constants are used as input to train the neural network. The wavelet transform is
used to extract the eigenvectors from the Lamb wave signals to simplify the structure of the neutral
network. The eigenvectors are then introduced into a multilayer internally recurrent neural network
with a back-propagation algorithm. Finally, experimental waveforms recoded on a titanium-graphite
composite plate are used as input to recover the elastic constants of the material. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1451071#

PACS numbers: 43.35.Cg, 43.35.Yb@DEC#

I. INTRODUCTION

Ultrasound can be used to characterize the mechanical
properties of a medium. Resonant Ultrasound Spectros-
copy,1–4 for instance, is an accurate method for measuring
the elastic constants of a material provided that the medium
is nondispersive. Laser ultrasonics5,6 is also a powerful tool
because it enables generation and detection of elastic waves
in solids with minimum contact between the optical trans-
ducer and the surface thus providing a means to perform
noncontact testing of materials and structures. Laser ultra-
sonics is particularly well suited to analyze the elastic behav-
ior of new composite materials intended to be used at el-
evated temperatures. Because of the inherent point-source/
point-receiver nature of laser ultrasonics, an important
application is the inverse determination of the elastic con-
stants from either the group or the phase velocity of ultra-
sonic propagation.7–9 However, the inversion of elastic con-
stants for fiber-reinforced composite materials, which are
anisotropic in nature, usually requires knowledge of group or
phase velocities of ultrasonic wave propagating in a particu-
lar plane of symmetry for the measurements of the pure bulk
waves.10,11 For a thin fiber-reinforced composite plate, Wu
and Liu12 presented a hybrid inverse method to determine the
anisotropic elastic constants by using ultrasonic bulk wave
and laser-generated lamb wave.

Many recent studies have dealt with the quantitative de-
termination of the elastic constants and the thickness of iso-
tropic sheet materials13–16from laser-generated Lamb waves.
The measurement is based on the fact that, for a plate with
thickness much less than a wavelength, the transient wave-

form is characterized by the lowest Lamb wave modes. The
first arrival is the lowest nondispersive symmetric mode (S0)
and it is followed by the dispersive lowest antisymmetric
mode (A0). This feature is used to measure the thickness and
the elastic constants of isotropic materials without any prior
knowledge of other acoustic parameters. However, the tran-
sient waveforms depend strongly on the longitudinal acoustic
wavelength and the plate thickness. For plates with thickness
on the order of millimeters, the transient waveforms excited
by a laser pulse with typical duration of the order of 10 ns
are much more complicated because of contributions from
the higher-order Lamb wave modes. As each frequency com-
ponent propagates with a different phase velocity, the initial
shape of the transient waveform is temporally distorted. The
wavelet transform~WT! has been applied to analyze such
signals with time-varying spectra to extract characteristics of
transient Lamb waveforms.17–19 Han et al.20 have used the
wavelet transform to study anisotropic behaviors and mode
distribution of the laser-generated Lamb waves in fiber-
reinforced composite plates. They found that it is often very
difficult to invert directly the elastic properties of composite
materials from dispersion curves or time-frequency represen-
tations. Thus, it is necessary to develop a method for extract-
ing the elastic constants of composite plates directly from
experimental laser-generated Lamb waveforms. This is the
objective of this paper.

Applications of artificial neural network~ANN! to quan-
titative nondestructive evaluation~QNDE! have been devel-
oped in recent years. Thomsen and Lund21 investigated the
classification of ultrasonic power spectra from composite
laminates. Udpa and Udpa22 used neural networks to classify
the results of QNDE using electromagnetic eddy current
techniques. Windsoret al.23 investigated welded structures
using neural networks. Challiset al.24 and Todd and

a!Author to whom correspondence should be addressed. Electronic mail:
jccheng@nju.edu.cn
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Challis25 presented applications of neural networks to the
study bonded structures using Lamb waves. For the most
part, previous work focused on the classification capability
of neural networks to identify whether or not cracks or de-
fects were present in the materials or the structure. A major
practical difficulty is that a very large number of waveforms
are needed to train the network.

In this paper, we present a new inverse method to deter-
mine the elastic constants of a fiber-reinforced composite
plate from transient Lamb waveforms generated and detected
by lasers, using a combination of neural networks and wave-
let transforms. The samples for training the network are ob-
tained from theoretical simulations based on the method of
the normal mode expansion26,27for analyzing laser-generated
ultrasonic Lamb waves propagating along the principal di-
rections of a fiber-reinforced composite plate, which is here
modeled as a transversely isotropic medium. On the basis of
this theory, the transient displacements of Lamb waves can
be rapidly obtained for many sets of different elastic con-
stants. These theoretical transient waveforms are then taken
as the samples to train the artificial neural network. In order
to simplify the structure of the neural network, the raw Lamb
waves signals are first transferred to a pre-processor using
the wavelet packet analysis for extracting the eigenvectors
from the signals. The pre-processor output is then input into
a multilayer internally recurrent neural network~IRNN! with
back-propagating algorithm for training and learning pur-
poses. Finally, the experimental waveforms are used as input
in the complete system to recover the elastic constants of the
material used in the experiment. Inversion results show the
effectiveness of the method. Overall, this work provides a
quantitative method for ultrasonic nondestructive evaluation
of the elastic stiffness properties of the composite plate by
the laser-generate Lamb wave technique.

II. EXPERIMENTAL WAVEFORMS

The sample under consideration is a titanium graphite
composite plate: SCS-6/Timetal 21S with a half-thicknessh
50.723 mm. It is modeled as a transversely isotropic mate-
rial with five independent elastic constants. The ultrasonic
Lamb wave is generated by a Nd: YAG pulsed laser~as
shown in Fig. 1! with an approximate duration 10 ns and an
energy of 5.7 mJ. The normal surface velocity of the ultra-
sonic Lamb waves at the rear surface is detected by a Mach–
Zehnder interferometer. Measurements are recorded at dif-
ferent locations away from the pulsed laser spot. In order to
increase efficiency of the ultrasonic excitation by a laser
pulse, a very thin coating of oil at the generation spot has
been used in experiments. Figure 2 shows the transient
Lamb waves propagating along the fiber direction at two
different distancesD512 mm andD520 mm between the
source and the detecting laser. The waveforms are quite com-
plex because of the large number of modes present in the
signal. Nevertheless, the waveforms depend upon the five
elastic constants of the sample and it is shown below that one
can use wavelet transforms and neural networks to extract
quantitative information about the elastic constants of the
material.

III. THEORETICAL WAVEFORMS

The fiber-reinforced composite is modeled as an ortho-
tropic plate bounded by two parallel surfaces with free of
traction planes atx356h, x350 being the mid-plane of the
plate. The coordinate axesx1 , x2 , andx3 corresponding to
the fiber, cross fiber and thickness directions, respectively,
are the three principal directions. Lamb waves propagates
along the x1-direction. The total displacement fieldU
5(U1 ,U2 ,U3) is independent ofx2 , so that the Lamb wave
motion in the plane (x12x3) is decoupled from the displace-
ment componentU2 in thex2 direction. The elastic equations
can be written as:26

r
]2U1

]t2 5C11U1,11C13U3,11C55~U1,31U3,1!1 f 1 ,

~1!

r
]2U3

]t2 5C33U3,31C13U1,11C55~U1,11U3,1!1 f 3 ,

with the boundary conditions atx356h given by

C55~U1,31U3,1!5s1 , C13U1,11C33U3,35s3 , ~2!

wherer is the volume density of the plate,Ci j are elastic
constants,f5( f 1 , f 3), ands5(s1 ,s3) are the body and sur-
face force densities, respectively, induced by the laser pulse.
The displacement fieldUi can be expanded by the general-
ized Rayleigh–Lamb modes for thex3 variable and by the
Fourier transform for thex1 variable as

Ui~x1 ,x3 ,t !5E
2`

1`

(
n

Fn~vn ,k,t !c in~vn ,k,x3!

3exp~ ikx1!dk, i 51 and 3, ~3!

whereFn and cn5(c1n ,c3n) t are the generalized Fourier
coefficients and Rayleigh–Lamb modes, respectively.26 The
normal displacementU3 has been calculated numerically for
certain elastic constants in the fiber direction, as shown in
Fig. 3. Compared to Fig. 2, the theoretical results show gen-

FIG. 1. Experimental configuration.
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eral features that correspond to those of the experimental
waveforms.

IV. INVERSION STRATEGY

A. Preprocessing techniques

It is difficult to invert directly the elastic constants from
the waveforms because of their inherent complexity. There-
fore, as shown in Fig. 4, the raw Lamb waveform signal is
first transferred to a pre-processor. The chosen pre-
processing technique is the wavelet packet analysis28 which
is used here to extract the eigenvector of the transient wave-
form so as to simplify the structure of the neural network.
The pre-processor output is then input into a multilayer in-
ternally recurrent neural network~IRNN! with back-
propagation algorithm for training and learning. The wavelet
packet analysis method is a generalization of the wavelet
decomposition that offers a richer range of possibilities for
signal analysis. In wavelet analysis, a signal is split into an
approximation and a detail. The approximation then itself is

split into a second-level approximation and another detail,
and the process is repeated. In the wavelet packet analysis,
the details as well as the approximations can be split, so it is
a more complex and flexible analysis. The procedure of the
wavelet packet analysis consists of three steps.

First, the transient Lamb wave is decomposed for a
given wavelet by a three-layer wavelet packet, and then the
wavelet coefficients of the signal are computed separately
from the third layer of the tree, which describes the eight
frequency components from low to high frequency. The cor-
responding wavelet packet decomposition tree is shown in
Fig. 5, whereS denotes the signal to be analyzed,A denotes
low frequency,D denotes high frequency, and the number
that follows denotes the layer number of wavelet packet de-
composition. The choice of a particular wavelet function
used for wavelet packet decomposition depends strongly on
the transient characteristics and the information content of
the signal being analyzed. In view of the matching of signals,
the wavelet function used for wavelet packet decomposition
here is Daubechies wavelet (db1), i.e., the Haar wavelet
function. ~It is even possible that a smoother wavelet might
work even better.! The second step is to reconstruct the
wavelet packet decomposition coefficients to extract the sig-
nal in each frequency band. The third and final step is to
construct the eigenvector by computing the energy of the
signal in each frequency band. The eigenvector is subse-
quently used as an input vector into the neural network.

In this paper, the raw signal~Lamb wave! is pre-

FIG. 2. Experimental waveforms propagating in the fiber direction of a
plate. The waveforms are recorded at two receiver positions (D512 and
D520 mm!.

FIG. 3. Predicted waveforms propagating in the fiber direction of a trans-
versely isotropic plate. The waveforms are calculated for two receiver posi-
tions (D512 mm andD520 mm!.

FIG. 4. Overall inversion strategy to recover the elastic constants.

FIG. 5. Wavelet packet three-layer decomposition tree.Sdenotes the signal.
A andD denote low and high frequencies, respectively.
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processed using the method described above so that an ei-
genvector is constructed. For example, the theoretical Lamb
waveform signalss1 ands2 in Fig. 3 are decomposed in each
frequency band using a three-level wavelet packet decompo-
sition, as shown in Figs. 6~a! and~b!. The signals denoted by
s10;s17 and s20;s27 represent reconstructed signals within
each frequency band.

B. Neural network architecture

The multilayered feed-forward neural network with back
propagation algorithm has been widely used in many fields
because it can be trained to realize any arbitrary mapping
from an input to output by a gradient-descent based learning
algorithm. However, it also has some limitations, notably a
slower convergence speed, which affects practical applica-
tion to a large extent. In this work, a somewhat different
neural network architecture is used. It combines the multi-
layered feed-forward neural network and the recurrent neural
network, and it is referred to as an internally recurrent neural

network~IRNN!.29–31As shown in Fig. 7, the topology of the
IRNN with bias units used here is composed of an input
layer of nodes, a hidden layer and an output layer of sigmoid
neurons. Unlike the ordinary feed-forward neural network, it
adds an additional unit to the input layer of the above net-
work called a context or state layer. Two bias nodes are sepa-
rately added to the hidden and output layer. In this architec-
ture, the context units remember the previous internal state.
Thus, the hidden units have the task of accepting both an
output signal from the input layer, and also the previous in-
ternal output state of its own. Each individual node sums all
of its inputs, which are formed from the products of incom-
ing weights and the preceding node outputs. Ify(t) denotes
the output vector at stept, I j (t) denotes the net input of node
j at stept, andxj (t) denotes the output of the hidden nodej
at stept. The IRNN with bias units can be described as:

y~ t !5(
j 51

Nh

WOjxj~ t !1WObias, ~4!

FIG. 6. Original Lamb waveforms and their eight eigen-components extracted by the wavelet decomposition.~a! For the waveform (S1) recorded atD
512 mm, and~b! for the waveform (S2) recorded atD520 mm.
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xj~k!5s~Sj~ t !!, ~5!

Sj~k!5(
i 51

NH

WRi j xi~ t21!1(
i 51

NI

WIi j I i~k!1WIibias, ~6!

whereWI is the weight from the input to the hidden layer,
WR is the weight from the hidden layer to itself,WO is the
weight from the hidden layer to the output layer,WIbias is the
weight of the bias unit added to the hidden layer,WObias is
the weight of the bias unit added to the output layer, and
s(•) is an nonlinear activation function of the hidden nodes.
The binary sigmoid activation function is commonly used.

The addition of the context layer and the bias nodes is
convenient for the introduction of experience knowledge
during the learning course, which largely improves the learn-
ing speed and overcomes the lack of a pure feed-forward
neural network. Because of the similarity with the multilay-
ered feed-forward neural network, the propagation error and
the weight adjustments employed in the IRNN follow the
standard back-propagation algorithm.31 During training, a
column of numerical patterns is applied to the input nodes,
and fed forward through the network to the output nodes. In
a supervised learning scheme, the output node values are
compared with those expected from the input pattern, and
any difference is interpreted as an error that is then used to
adjust the weights and biases of the network using the error
back propagation and gradient descent algorithm. This algo-
rithm uses a gradient search technique for minimizing the
squared error between the actual output and the desired out-
put by iterative adapting the interconnection weights. It
cycles through the training data until the error drops below a
specified value or the maximum time is reached. The learn-
ing rule adopted for this work is the generalized delta rule.

V. SIMULATION RESULTS

The overall inversion method including the wavelet pre-
processing and the IRNN training was evaluated using a
transient Lamb waveform database developed under the nor-
mal mode expansion method proposed by Chenget al.26,27In
order to verify the feasibility and accuracy of the proposed
method, the waveforms were numerically simulated for dif-

ferent elastic constants and first used for wavelet feature ex-
traction and IRNN inversion. A total of 116 samples were
obtained by numerical simulations for different elastic con-
stants, where 100 samples were used for training and the
remaining 16 samples were used for testing. The IRNN ar-
chitecture for the implementation consisted of 8 input nodes,
12 hidden nodes, and 4 output nodes. Some inversion results
are shown in Table I. The error of the inversion algorithm is
within 65%. Finally, the experimental Lamb waveforms
propagating in the fiber direction for two detecting distances
~16 mm and 20 mm! are used as input into the whole system
to determine the elastic constants of the material. The results
are shown in Table II. The two sets of inverted constants are
in reasonable agreement with each other and provide a good
fit to the values for the material used in the experiment.

VI. CONCLUSIONS

An inverse method has been used to determine the elas-
tic constants of a fiber-reinforced composite plate from laser-
based ultrasonic Lamb waveforms. The method combines
wavelet decomposition and neural network analysis. The sa-
lient features of the method are as follows.

~1! The elastic constants of the materials are directly
recovered from the transient Lamb waveforms by combining
neural networks and wavelet transforms. Neither the phase or
group velocity of the Lamb wave modes are needed, as in the
conventional method, and no direct least-square fitting of the
experimental waveforms is necessary. The latter is not only
computationally too costly, but it also involves problems
with the stability of the algorithm.

~2! The structure of the neural network is simplified by
pre-processing with the wavelet packet analysis to extract the
eigenvectors from the signals, which consists of the energy
of the signal in each frequency band. The wavelet pre-
processing technique shows great potential for analyzing

FIG. 7. Internally recurrent neural network~IRNN! with bias units.

TABLE I. Input data and corresponding inverted values.

C11

~GPa!
C33

~GPa!
C13

~GPa!
C55

~GPa!

Input 254.7 191.5 84.9 49.0
251.7 196.2 87.7 50.4

Inverted ~1.2%! ~2.5%! ~2.9%! ~2.0%!

Input 254.7 191.5 101.8 49.0
252.7 198.8 98.3 50.0

Inverted ~1.1%! ~3.7%! ~3.4%! ~2.0%!

Input 254.0 183.0 89.90 57.6
249.3 180.0 92.5 56.0

Inverted ~1.8%! ~1.7%! ~2.8%! ~2.7%!

TABLE II. Inverted elastic constants using experimental data measured at
two source–receiver distances along the titanium-graphite composite plate.

D
C11

~GPa!
C33

~GPa!
C13

~GPa!
C55

~GPa!

16 mm 249.3 195.9 97.3 52.2

20 mm 248.5 194.2 99.6 53.6
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transient Lamb wave signals. The major advantage of this
technique is the ability to perform multi-resolution analysis
of the signal. The localization of the signal in both time and
frequency domains allows extraction of features carrying
useful information about the elastic constants. Once the ei-
genvector is derived from the signal, the neural network of-
fers an effective tool to recover the elastic constants with
both accuracy and speed.

~3! Theoretical simulations based on the model of propa-
gation of Lamb waves in the fiber-reinforced composite plate
are used to train the neural network. This method can be
extended for recovering the elastic constants from more com-
plex experimental waveforms, as long as the theoretical elas-
tic waveforms can be obtained in an anisotropic material.

This work provides a quantitative analysis for noncon-
tact and nondestructive evaluation of elastic stiffness proper-
ties of the composite plate by the laser-generated Lamb wave
technique.
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The commercial development of thermoacoustic coolers has been hampered in part by their low
efficiencies compared to vapor compression systems. A key component of electrodynamically
driven coolers is the electromechanical transducer, or driver. The driver’s electroacoustic
transduction efficiency, defined as the ratio of the acoustic power delivered to the working gas by
the moving piston and the electrical power supplied, must be maintained near its maximum value if
a high overall system efficiency is to be achieved. Modeling and experiments have shown that the
electroacoustic efficiency peaks sharply near the resonance frequency of the
electro-mechano-acoustic system. The optimal operating frequency changes as the loading condition
changes, and as the properties of the working gas vary. The driver efficiency may thus drop
significantly during continuous operation at a fixed frequency. In this study, an on-line driver
efficiency measurement scheme was implemented. It was found that the frequency for maximum
electroacoustic efficiency does not precisely match any particular resonance frequency, and that the
efficiency at resonance can be significantly lower than the highest achievable efficiency. Therefore,
a direct efficiency measurement scheme was implemented and validated using a functional
thermoacoustic cooler. An adaptive frequency-tuning scheme was then implemented. Experiments
were performed to investigate the effectiveness of the control scheme to maintain the maximum
achievable driver efficiency for varying operating conditions. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1413755#

PACS numbers: 43.35.Ud, 43.58.Fm@SGK#

I. INTRODUCTION

Research efforts have been made over the past 20 years
to develop thermoacoustic heat pumping systems for air-
conditioning, refrigeration, and other cooling applications.1–3

These systems do not require refrigerants. They use environ-
mentally benign, inert gases as the working fluid. They are
mechanically simple, requiring no sliding seals or lubrica-
tion. At this stage of their development, the performance of
thermoacoustic systems has been poor relative to traditional
vapor compression systems. However, existing models based
on linear theory suggest that better performance is achiev-
able. One key to improving performance relates to the maxi-
mization of efficiency.

The overall efficiency of an electrodynamically driven
thermoacoustic heat pumping device is a function of heat
pumping effectiveness and electroacoustic transduction effi-
ciency. In this study, methods to maintain optimal electroa-
coustic efficiency for varying operating conditions were in-
vestigated. This efficiency is defined as the ratio between the
acoustic power delivered and the electrical power supplied.
The acoustic power is defined as the time-averaged product
of the acoustic pressure over the driving piston and the pis-
ton volume velocity. The electrical input power is the time-
averaged product of the voltage fed to the coil and the cor-
responding coil current. Both the acoustic and the electric
power are very sensitive to the phase difference between the
pressure and velocity signals, or between the voltage and
current signals. The acoustic power, and thus the electroa-
coustic transduction efficiency, is highly frequency depen-

dent. In practical applications as well as in the laboratory, it
is imperative to maintain peak efficiency in order to mini-
mize power consumption, and thus operating costs. In opera-
tion, variations in refrigeration loads cause the temperature
of the working gas and the heat exchangers to vary, which
alters the acoustic load impedance and thus the input electri-
cal impedance. This in turn changes the frequency of optimal
electroacoustic efficiency of the driver, referred to here as the
‘‘tuned frequency.’’

The design of thermoacoustic coolers has been the ob-
ject of many previous studies. Minneret al.4 performed sys-
tematic design optimization for a few different applications.
Grant5 investigated the use of a passive mass element to
replace the gas-filled half-wavelength resonance tube. The
selection of electrodynamic drivers for thermoacoustic re-
frigerators was discussed recently in a study by Wakeland,6

which investigated the effects of key parameters and fre-
quency on driver efficiency. The optimization processes uti-
lized in these4–6 and other studies may be designated asa
priori or ‘‘off-line’’ tuning since they do not require the
knowledge~in real-time! of measured quantities. In practice,
thermoacoustic phenomena often involve nonlinear, time-
varying processes affected by many operating and design
factors. Even carefully designed and fabricated devices are
subject to uncertainty, and variability which cannot be ac-
counted for using existing linear models.7 From a control
system viewpoint, the system needs to adapt to transient
variations of the plant. It must be able to tune itself without
user intervention,a posteriorior after the initial tuning pro-
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cess, utilizing dynamic signals fed to and processed by a
digital processor. This is referred to as ‘‘on-line’’ tuning.

On-line monitoring and control of electroacoustic effi-
ciency to maintain peak efficiency for varying operating con-
ditions is possible. Garrett8 developed a passive method of
frequency compensation for changes in the temperature of
the working gas by placing a gas mixture and an adsorbent
within the resonator. Hofler9 used a method for real-time
acoustic power measurements. In Hofler’s work, a voltage-
controlled-frequency~VCF! signal generator was used along
with a proportional-plus-integral~PI! controller to tune the
driving frequency for acoustic resonance, i.e., for pressure
and velocity to be in phase on the piston. Another PI con-
troller was used to maintain a constant output pressure am-
plitude. Issues such as filtering and overload protection were
considered. The system was implemented using analog cir-
cuits.

In the present study, a method for acoustic power mea-
surement similar to that in Ref. 9 was used. Real-time effi-
ciency monitoring and control schemes were implemented
using a DSP~digital signal processor!. The electroacoustic
efficiency is not a directly measurable quantity. It is usually
calculated ‘‘off-line’’ from measured pressure, piston veloc-
ity, coil voltage, and current data. Either time or frequency
domain methods can be used to calculate the acoustical and
electrical power. The approach here utilized digital signal
processing techniques to calculate the instantaneous acoustic
and electrical power of the driver for a prototype thermoa-
coustic cooler on-line. The instantaneous driver efficiency
was supplied to a real-time adaptive frequency tuning algo-
rithm to ensure maximum driver efficiency for changing and
uncertain operating conditions.

The remainder of the paper is organized as follows. A
brief description of the prototype thermoacoustic cooler is
given in the next section, followed by the description and the
analysis of the on-line driver efficiency measurement tech-
nique. It is then shown that there can be a significant effi-
ciency loss if the system is operated at resonance, and that a
direct measurement of efficiency is required. The real-time
adaptive algorithm for tuning the electromechanical driver is
finally described. Some implementation details are included
in the hope that they may be of some assistance to other
workers in the field.

II. DESCRIPTION OF THE THERMOACOUSTIC
COOLER

The thermoacoustic cooler is shown schematically in
Fig. 1. The system was driven by a moving-magnet CFIC
Model B-300 electromechanical transducer. The driver was
designed to deliver 300 W acoustic power at 33 Hz, with an
electroacoustic transduction efficiency of 70% and a maxi-
mum displacement of 6 mm. The alternator was comprised
of radially extending neodymium magnet arms mounted to a
central plunger~the moving element! and copper wound
laminated iron pole pieces~the stationary element!, which
extend inward from the outer periphery. The outward-
directed magnet fingers~each comprised of two magnets in
contact! were thus separated by gaps, which were filled by
the inward-directed laminated iron fingers. The magnetic flux
pathlines in such devices go circumferentially through a
magnet finger and a pole piece, radially up through the coil
to the outer periphery, circumferentially to the other pole
piece adjacent to the magnet finger, radially down through
the coil and back to the magnet finger. Each pole piece then
supports two flux paths, one for each adjacent magnet finger.
The alternating current causes a fluctuated force that moves
the magnet-mounted plunger axially back and forth. The
plunger-mounted piston was mounted within a bore, with
extremely tight clearance seals extending over a length many
times the piston displacement. This minimized ‘‘blow
down,’’ or gas leakage between the rear and front cavities.
The plunger was balanced and self-centering, and supported
by a single flexure. Leaf springs were added to increase the
resonance frequency of the driver in-vacuo to 154 Hz. The
driver was fully enclosed, and the static pressure equalized
across the piston.

The measured specifications of the driver are listed in
Table I. The equivalent linear parameters of the driver, de-
scribed for example in Beranek’s text,10 were measured.
They were found to depend on amplitude and frequency. The
values listed in Table I are thus only approximations over a
narrow range of piston displacements. More information on
the driver characteristics is available in Refs. 11 and 12.

The other components of the system included~1! a
stack, made of rolled up polyester film,~2! finned-tube cop-
per heat exchangers, and~3! a pressure vessel. The working

FIG. 1. Sketch of the thermoacoustic cooler and the
on-line efficiency measurement scheme.
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fluid was a 55% helium–argon mixture with a mean pressure
up to 2 MPa. A single-frequency sinusoidal signal was fed to
a power amplifier~TECHRON Model 5530! using a signal
generator. Since the power amplifier itself could not supply
the required current~up to 20 A-rms!, a transformer was
installed between the amplifier and the coil. Two TALEMA
UR0500 500-VA transformers connected in parallel were
used, each with a 1:5 winding ratio. The resulting maximum
loading condition was 21 A-rms at 24 V-rms. A capacitor was
connected in series with the coil to improve the power factor
of the device. A PCB U353B16 piezoelectric accelerometer
was attached to the moving part of the driver, and a PCB
dynamic pressure sensor was installed in the duct near the
piston. The coil voltage was measured with a voltage divider,
and the coil current was measured using a HP 1146A current
probe.

III. ONLINE EFFICIENCY MEASUREMENT
PROCEDURES

Recall that the acoustic power and electrical power are
defined as

AP5
1

TE0

T

PY •VY dt, ~1!

EP5
1

TE0

T

UY • IY dt, ~2!

where AP and EP denote acoustic power and electrical
power, respectively. Driver pressure, piston velocity, input
voltage, and current are denoted byP, V, U, and I, respec-
tively. The arrows indicate that these are complex variables.
The averaging time interval,T, was chosen to be an integral
number of periods. The discrete form of these equations is

AP5
1

N (
i 51

N

P~ i ! V~ i !, ~3!

EP5
1

N (
i 51

N

U~ i ! I ~ i !, ~4!

whereN is the number of averaging time steps. The basic
on-line efficiency measurement scheme is shown in Fig. 1.
The signals for the four measured quantities were sent to the
A/D ports of a dSPACE DSP controller board. The piston
velocity was obtained by integrating the signal from the ac-
celerometer. All real-time computations and the filtering pro-
cesses were performed using a TI TMSC31 DSP.
MATLAB ® Real-Time Workshop and SIMULINK were used

for developing the embedded system software.
To compensate for the DC drift of the accelerometer

signal, a high-pass filter was used to eliminate DC offsets in
the integrated signal. High frequency noise was minimized
through the application of a low-pass filter. The combined
band-pass filter frequency response was

Fbp~s!

5
1.578 643108~s218.79631023s13.947831025!

~s21879.6s163 165!~s2117 592.9s11.579 163108!
,

~5!

wheres5 j v is the Laplacian operator, withv the angular
frequency~rad/s!. A Bode plot of the filter’s frequency re-
sponse is shown in Fig. 2. The23 dB criterion was used for
a 10 Hz to 2000 Hz pass band. Since the thermoacoustic
cooler driving frequency was between 100 and 200 Hz, the
pass band response for the driving frequency range was
within 0.002 dB. To compensate for the filter’s phase re-
sponse, the same band-pass filter was applied to the pressure
signal. Note that the band-pass filter was implemented in the
Simulink program for the efficiency measurement.

Averaging a data sequence over a time interval is
equivalent to a low pass FIR~Finite Impulse Response! fil-
tering process with a very low cutoff frequency and a large
roll-off. The computational requirements of averaging over a
large number of data samples to obtain acceptable variance
in the estimates may limit the bandwidth of the efficiency
measurement. To solve this problem, an IIR~Infinite Impulse
Response! filter was employed instead. It is known that

Fn~z21!5
122z211z22

122rz211r 2z22
~r ,1! ~6!

is a notch filter with a notch at DC,13 where the discrete-time
operator isz5esTs, with s the Laplacian operator andTs the
sampling period. So the complementary filter

Fcn~z21!512Fn~z21!5
2~12r !z211~r 221!z22

122rz211r 2z22
~7!

TABLE I. Specifications of CFIC-B300 driver.

Parameter Notation Value Unit

Force constant Bl 9 N/A
Stiffness K 74 kN/m
Mech. resistance b 25 N s/m
Mass M 1.63 kg
Piston area S 0.0068 m2

Coil resistance~DC! R 0.11 V
Coil inductance L 0.9 mH

FIG. 2. Frequency response of the band-pass filter for the velocity measure-
ments.
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acts as a low-pass filter. Whenr gets very close to 1, a
steeper notch is obtained for~6! and thus a sharper roll-off is
obtained for~7!. The frequency response of such a filter forr
5 0.99 and a sampling rate of 1 kHz is plotted in Fig. 3. A 40
dB roll-off is obtained at about 30 Hz. The computation time
for averaging 100 samples was about 220ms. Use of an IIR
filter reduced the computational time to 15ms. Both digital
filters were implemented in the Simulink program.

A comparison was made between the on-line approach
just described and an off-line approach. The off-line mea-
surement was performed using a Bru¨el & Kjær PULSE sys-
tem to acquire the four sensor signals. The acoustical and
electrical power were obtained from the cross spectra of the
signals using 1 second long records and a 2 kHz sampling
rate. The results in the vicinity of the best efficiency fre-
quency are shown in Fig. 4. Excellent agreement was ob-
tained, except around the frequency of maximum efficiency
where the largest relative error in efficiency was about 4%,
which was deemed acceptable. Note that the error on tuned
frequency is very small.

IV. EFFICIENCY ANALYSIS

Analytical expressions were derived for the electrody-
namic efficiency of the driver in terms of the acoustic input
impedance of the thermoacoustic cooler at the piston. The

effects of feedback control and those of adding electrical
capacitors for power factor improvement were evaluated.

Figure 5~a! shows a block diagram of the electrody-
namic driver with piston velocity feedback. A transfer-
function formulation is used in the following, which is con-
sistent with the impedance-based circuit formulation used
elsewhere.10 Transfer function models are convenient for
feedback control. In this figure,U~s! is the driving voltage,K
is the power amplification factor,Uc(s) is the voltage on the
output side of the amplifier, andGe(s)51/@Ls1R
1(1/Cs)# is the electrical impedance of the coil in series
with a capacitor. The added capacitor created a second order
pole in the system frequency response. This reduced the
phase difference between delivered voltage and current,
thereby reducing the power required by the amplifier for the
same delivered power. This enabled a higher electrical power
output around the driving frequency.Bl is the electrome-
chanical transduction coefficient~N/A!. The mechanical im-
pedance of the driver itself isGm(s)5s/ms21bs1k, where
m, b, andk are the mass, the mechanical resistance, and the
stiffness of the driver, respectively. The transfer function
Gpv(s) is the equivalent mechanical impedance of the acous-
tic load at the piston, denoting the relationship between par-
ticle velocity and sound pressure at that point.A is the piston
area. The sound pressure exerts a force on the driver, repre-
sented in the diagram as a negative feedback at the input of

FIG. 6. Electrodynamic efficiency versus frequency.

FIG. 3. Frequency response of the IIR filter used to compute the average
power.

FIG. 4. Efficiency versus frequency.

FIG. 5. Block diagrams of thermoacoustic driver.
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the driver element. The driver velocity results in a ‘‘back-
emf‘‘ Eb(s) fed back to the input of the electrical element.

An equivalent block transformation including an admis-
sible feedback controller,H~s!, is shown in Fig. 5~b!. The

frequency response of the electroacoustic efficiency of the
driver was obtained from the block diagram. The transfer
functions from the input voltage to the piston velocity and to
the acoustic pressure are given by

V~s!

U~s!
5

~Bl !Gm~s!Cs

@LCs21RCs11#@11AGPV~s!Gm~s!#1~Bl !@Bl1KH~s!#Gm~s!Cs
~8!

and

P~s!

U~s!
5

Gm~s!GPV~s!Cs

@LCs21RCs11#@11AGPV~s!Gm~s!#1~Bl !@Bl1KH~s!#Gm~s!Cs
. ~9!

The acoustic power delivered by the piston is given by AP(v)5 1
2AuP( j v)uuV( j v)ucos(FPV), whereA is the piston area

andFPV is the phase difference between the pressure and velocity. The transfer functions from input voltage to the coil current
and to the coil voltage are

I ~s!

U~s!
5

@11AGPV~s!Gm~s!#Cs

@LCs21RCs11#@11AGPV~s!Gm~s!#1~Bl !@Bl1KH~s!#Gm~s!Cs
~10!

and

Uc~s!

U~s!
5

Cs$@Ls1R#@11AGPV~s!Gm~s!#1~Bl !@Bl1KH~s!#Gm~s!%

@LCs21RCs11#@11AGPV~s!Gm~s!#1~Bl !@Bl1KH~s!#Gm~s!Cs
. ~11!

The electrical power is given by EP(v)5 1
2uUC( j v)uuI ( j v)ucos(FUcI), whereFUcl is the phase angle between the coil voltage

and current. The electroacoustic efficiency is then

h~v!5
AP~v!

EP~v!
5

AuGPV~ j v!uUV~ j v!

U~ j v!
U2

cos~FPV!

UUC~ j v!

U~ j v!
UU I ~ j v!

U~ j v!
Ucos~FUcI!

. ~12!

Substituting Eqs.~8!, ~10!, and~11! into Eq. ~12! we have

h~v!5
AuGPV~s!u~Bl !2uGm~s!u2cos~FPV!

u11AGPV~s!Gm~s!uu@Ls1R#@11AGPV~s!Gm~s!#1~Bl !2ucos~FUcI!
. ~13!

Equation~13! shows that the electroacoustic efficiency is re-
lated to driver parameters and to the acoustic impedance of
the tube. Note that the capacitanceC does not appear in Eq.
~13!. This shows that the addition of a capacitor in series
with the coil does not affect efficiency.

The predicted and measured electroacoustic efficiency
responses of the thermoacoustic system operating with a
55% helium–argon mixture at 2 MPa are shown in Fig. 6.
The maximum efficiency is found within a narrow frequency
range near the overall system resonance frequency, at which
the electrical input reactance is zero. This resonance varies
for different static pressures and different refrigeration load-
ing conditions. For example, the resonance frequency in-
creases from about 173 Hz to 178 Hz for an increase in mean
pressure from 0.5 to 2 MPa.

To determine the impact of velocity feedback on effi-
ciency, the numerator and denominator of Eq.~12! may be
divided by uUc( j v)u2. The efficiency response becomes

h~v!5
AP~v!

EP~v!
5

AuGPV~ j v!uU V~ j v!

Uc~ j v!
U2

cos~FPV!

U I ~ j v!

Uc~ j v!
Ucos~FUcI!

.

~14!

The terms on the right-hand side of Eq.~14! involve only the
quantities within the shaded block in Fig. 5~b!, i.e., inside the
feedback loop. None of them is influenced by velocity feed-
back. Therefore velocity feedback does not affect the effi-
ciency for this particular problem. A similar conclusion was
also obtained for current feedback.

Hofler9 used a phased-lock loop to enforce operation of
the electrodynamic driver at the acoustic resonance fre-
quency. This was considered an ‘‘indirect efficiency con-
trol.’’ The acoustic resonance may not always correspond to
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the optimal operating frequency. To show this, the models
described earlier were exercised for a mechanical stiffness of
300 KN/m, a mechanical resistance coefficient 25 N s/m
~these values are representative of the driver!, and assuming
the working gas was air at mean pressure of 1 MPa. Other
parameters are shown in Table I. All computation was per-
formed over a frequency range 50–150 Hz with a frequency
interval of 0.01 Hz.

Here the specific acoustic impedance is defined as the
ratio of sound pressure and particle velocity at the driver.
The driver mechanical impedance is the ratio of force and
piston velocity for the driver in vacuo. The total mechanical
impedance is the ratio of force and piston velocity in pres-
ence of the acoustic load. Referring to Fig. 5~a!, the total
impedance is the sum of the driver and the acoustic imped-
ance, i.e.,

F

V
5

1

Gm
1GPVA5S ms21bs1k

s D1GPVA. ~15!

The system impedance is defined as the coil voltage~after
the capacitor! over current,UcI ~Fig. 5!. Figure 7 shows the
frequency response of the total mechanical impedance. The
anti-resonance at 61.78 Hz is related to the driver response.

FIG. 7. Frequency response of total mechanical impedanceF/V.

FIG. 8. Frequency response of system impedanceUcI .

FIG. 9. Efficiency and phase of acoustic impedance versus frequency. FIG. 10. The algorithm for adaptive frequency tuning.

TABLE II. Variable of interest in the frequency tuning scheme.

f 0 Previous driving frequency f Next driving frequency
D f 0 Previous frequency shift Df Next frequency shift
e0 Previous efficiency e Currently measured efficiency
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The resonance at 134.05 Hz and the anti-resonance at 134.82
Hz are due to the acoustic load. Figure 8 shows the fre-
quency response of the system impedance. Similarly, the
resonance at 61.75 Hz is due to the driver. The resonance at
133.98 Hz and the antiresonance at 134.87 Hz are due to the
acoustic load.

Figure 9 shows the driver efficiency and the phase re-
sponse of the acoustic impedance of the tube. There are two
peaks~local maxima! for efficiency, related to the antireso-
nance of the mechanical driver and one acoustic duct reso-
nance. This is an agreement with the results in Ref. 6. In this
example, the overall maximum efficiency is achieved at
134.8 Hz, close to the acoustic resonance at 133.98 Hz. The
other local maximum efficiency at 60.47 Hz is close to the
antiresonance of the mechanical driver at 61.78 Hz. Increas-
ing stiffness or reducing the damping of the driver may
change the relative amplitudes of these maxima.

The global maximum efficiency at 134.8 Hz is close to
but not the same as the acoustic resonance at 133.98 Hz, and
also different from the neighboring resonance/antiresonances
in Figs. 7 and 8. Similarly, the local maximum efficiency at
60.47 Hz is close to the anti-resonance at 61.78 Hz in Fig. 7
and the resonance at 61.75 Hz in Fig. 8. This discrepancy is
due to the complexity of the interplay among different pa-
rameters of the system, as evidenced in Eqs.~12!, ~13!, and
~14!. Peak efficiencies~either local or global! do not per-

fectly coincide with any resonance or antiresonance condi-
tion. For example, in Fig. 9, the efficiency at the acoustic
resonance frequency~133.98 Hz! is 7.4% which is about 4
times less than the optimal value of 27.4%. This occurs for a
mere 0.8 Hz change in frequency. Similar observations were
reported by Hunt:14 ‘‘ While it is customary to assume that
the maximum efficiency always occurs at ‘resonance’, a
closer examination of Eqs (4.19) and (4.20) reveals that a
still higher efficiency can be obtained for some other value of
frequency or reactance than the one for which p505XM

1XL . ’ ’

V. ADAPTIVE FREQUENCY TUNING PROCEDURES

The adaptive frequency tuning scheme was implemented
using a dSPACE DS1102 controller board~Refs. 15 and 16!.
Table II lists the variables of interest. A flow diagram for the
frequency tuning algorithm is shown in Fig. 10. The fre-
quency, frequency shift, and efficiency are first initialized.
After reading the efficiency value, a new target efficiency is
calculated. If the efficiency change does not exceed a pre-
defined threshold, the frequency change is kept the same as
for the previous step. If the efficiency change is significant, a
decision on the next frequency adjustment is made depend-
ing on if the change is positive of negative. If the efficiency
is increasing, the sign of the adjustment is kept; otherwise,
the sign is reversed.

FIG. 11. Experimental results of the ‘‘pressure jump’’
test.
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To verify the effectiveness of this adaptive tuning algo-
rithm, a test was designed to expose the thermoacoustic
cooler to a ‘‘sudden’’ change in operating conditions~not
necessarily representative of typical transients during normal
operation!. The mean pressure of the cooler was increased
from 0.89 MPa to 1.67 MPa over a time period of 20 sec-
onds. The measured electrodynamic efficiency and the cor-
responding driving frequency are shown as functions of time
in Fig. 11~a!. The test started at the instantt5120 s. Ini-
tially, the driver efficiency dropped from 40% to about 21%
due to the change in resonance frequency. The performance
degraded dramatically while the driving frequency was kept
constant. The adaptive tuning, within about 45 seconds, al-
lowed the system performance to reach a new peak effi-
ciency of 55% at a new driving frequency of 176.2 Hz. Dur-
ing the pressurization process, the temperature within the
tube also experienced a transient evolution. The temperature
profile near the center of the heat exchanger on the hot side is
shown in Fig. 11~b!. A temperature fluctuation around 4 F~2
C! was observed.

VI. CONCLUSIONS

An on-line efficiency measurement scheme was imple-
mented for a functional electrodynamically driven thermoa-
coustic cooler. It was found by analysis that regular feedback
should not change the optimal electrodynamic efficiency of
the driver. The acoustic resonance frequency does not match
the frequency for optimal efficiency, and a significant perfor-
mance drop can result from operation at acoustic resonance.
An adaptive frequency tuning algorithm was proposed and
implemented to maintain the driver at its maximum effi-

ciency for varying operating conditions. A ‘‘pressure jump’’
test was performed to illustrate the effectiveness of the con-
troller in dealing with transients in the tuned frequency. The
approach can deal with most changes in operating conditions
during normal operation.
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The quantitative performance of a ‘‘single half-wavelength’’ acoustic resonator operated at
frequencies around 3 MHz as a continuous flow microparticle filter has been investigated. Standing
wave acoustic radiation pressure on suspended particles~5-mm latex! drives them towards the center
of the half-wavelength separation channel. Clarified suspending phase from the region closest to the
filter wall is drawn away through a downstream outlet. The filtration efficiency of the device was
established from continuous turbidity measurements at the filter outlet. The frequency dependence
of the acoustic energy density in the aqueous particle suspension layer of the filter system was
obtained by application of the transfer matrix model@H. Nowotny and E. Benes, J. Acoust. Soc. Am.
82, 513–521~1987!#. Both the measured clearances and the calculated energy density distributions
showed a maximum at the fundamental of the piezoceramic transducer and a second, significantly
larger, maximum at another system’s resonancenot coinciding with any of the transducer or empty
chamber resonances. The calculated frequency of this principal energy density maximum was in
excellent agreement with the optimal clearance frequency for the four tested channel widths. The
high-resolution measurements of filter performance provide, for the first time, direct verification of
the matrix model predictions of the frequency dependence of acoustic energy density in the water
layer. © 2002 Acoustical Society of America.@DOI: 10.1121/1.1448341#

PACS numbers: 43.35.Yb, 43.35.Bf, 43.20.Ks, 43.25.Qp@RW#

I. INTRODUCTION

Particles suspended in a fluid exposed to an ultrasonic
standing wave experience an acoustic radiation pressure that
drives them towards the~usually pressure! nodes of the
acoustic field, where they form ‘‘bands’’ of particles bounded
by clarified medium.1–8 The particles can also then experi-
ence a transverse radiation force that causes them to aggre-
gate in localized clumps within the plane of the pressure
node.7,9–12 The discrete clumps thus sediment much more
rapidly than individual particles, to give a clarified superna-
tant phase if the sound-field pressure envelope is amplitude
modulated, e.g., by pulsing.11 Particle clumps are also easily
entrained and concentrated in frequency-modulated
‘‘drifting’’ 13,14 or quasistationary fields11,15 and can be con-
centrated in one preferred location in a multiwavelength
standing wave.11

Significant developments of continuous flow ultrasonic
particle filters have occurred in recent years.16–22 A highly

efficient filter based on ultrasound-enhanced sedimentation
has been commercially developed for perfusion culture of
mammalian cell fermentors where the bioproduct is of high
value.16–18,22Essentially, cells in a suspension flowing out of
the fermentor in the vertical direction are trapped in the
standing wave so that the aggregates sediment back, against
the outflow, into the fermentor. Ultrasonic filters that are not
dependent on sedimentation, and are thus particle-
concentration-independent, have also been developed.23,24

These narrow channel filters are formed between plane trans-
ducer and reflector plates that are typically only one-half-
wavelength of the acoustic wave in the fluid channel apart.
Flow parallel to the surfaces in this narrow chamber is lami-
nar, with a parabolic velocity profile.23 Particles in that flow
are rapidly concentrated close to the axial plane of the cham-
ber as they pass across the transducer. The concentrated par-
ticles can be separated downstream from the clarified liquid
that is closer to the walls. Proof of principle experiments
showed that large~100-mm diameter! latex particles flowing
in a 250-kHz single half-wavelength~3 mm! separation
channel were very significantly more concentrated in the out-a!Electronic mail: HawkesJJ@Cardiff.ac.uk
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flow from the axial region compared to that from the wall
region.23 Hawkes and Coakley24 recently described a high-
frequency~3-MHz, 0.25-mm channel! high radiation pres-
sure system that can achieve 1000-fold concentration reduc-
tion of 5-mm yeast cells at a flow rate of 6 ml min21. These
authors found good agreement between experimental results
on particle concentration and predictions of a numerical
model of the behavior of particles exposed to the standing
wave radiation pressure and drag in the parabolic-profile
flow.

In the work presented here an acoustic particle filter,
where the thickness of the suspension layer is of the order of
a single half-wavelength, is investigated with respect to filter
performance~particle clearance!. Filter properties are mea-
sured and calculated, whereby calculations are based on a
transfer matrix model of piezoelectric multilayer resonators
developed by Nowotny and Benes.8,25,26The calculated fre-
quency dependence of the stored acoustic energy density
given by the transfer matrix model in the different layers of
the multilayered filter system is presented. These results are
compared with the experimentally determined frequency de-
pendence of the filtration efficiency of the system. It is
shown that this frequency dependence is well described by
the model. The approach described provides the first corre-
lation between experimental ultrasonic suspension clarifica-
tion and energy density simulations over a wide frequency
range.

II. METHODS

A. Experiment

1. Particle suspension

Test suspensions were prepared by diluting a suspension
of 4.89-mm diameter polystyrene latex~Polymer Labs.,
Church Stretton, UK! in degassed water to a concentration of
7.6•106 ml21.

2. Standing wave chamber

The construction of the stainless-steel filter chamber is
shown schematically in Fig. 1. A 30330-mm2 PZ26 piezo-
ceramic ~Ferroperm, Krisgard, Denmark! was used as the
ultrasonic transducer. Both electrodes of the transducer were
etched to central dimensions of 20-mm length in the direc-
tion of flow and 10 mm in the orthogonal direction. The
separation channel had a cross section of 10 mm byl, with l
denoting the channel width in the direction of sound propa-
gation. For the experiments described here, the channel
width l was chosen as 0.18, 0.24, 0.26, or 0.30 mm. The
thicknesses and other relevant material parameters of the dif-
ferent layers of the system are given in Table I. A particle
suspension is pumped upwards through the chamber as pre-
viously described.24 Laminar flow develops as the fluid
passes 40 mm along the channel before entering the 20-mm-
long ultrasound field. Acoustic radiation pressure drives the
particles towards the single pressure node in the center of the
channel, forming a band of particles along the chamber axis.
The band remains intact in the laminar flow on leaving the
sound field. Continuing through the chamber, 10 mm beyond
the sound field, the clarified liquid on the left side of the

band is drawn off through a side arm at an angle of 9°. The
main channel extends for a further 45 mm and the side arm
for 40 mm in order to maintain laminar flow conditions
around the divider before entering circular cross-section
tubes. The fluid circuit has been described previously.24 The
flow rates were 0.144 ml s21 through the ultrasound field and
0.028 ml s21 for extraction of cleared medium.

3. Ultrasound generation

The piezoceramic transducer was driven by an amplifier
~model 240L RF amplifier, ENI, Rochester, NY!. The acous-
tic filter was attached directly to the amplifier output through
a BNC connector. The sinusoidal amplifier input came from
a function generator~3326A, Hewlett-Packard!. The fre-
quency of the function generator was scanned from 2 to 4
MHz in 660 steps of 7-s duration. For the filtration experi-
ments, the amplifier was operated at a constant input voltage
level set for an open-circuit output voltage of 16 V peak. The
amplifier’s output resistance was 50V.

FIG. 1. Diagrammatic representation of the acoustic half-wavelength filter
showing particles concentrated by the sound field forming a thin band and
withdrawal, from a side outlet, of clear medium from the left side of the
band.~1! Laminar flow stabilization;~2! Ultrasound standing waves concen-
trate particles into a single band;~3! Laminar flow splitting.
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4. Determination of filtration efficiency

Scattered light measurements were made with a particle
detector based on an LED/photodiode placed 100 mm down-
stream from the ‘‘cleared medium’’ filter outlet. The LED
light beam passed through the sample and was detected by
the photodiode after scattering through a right angle as the
suspension flowed through a 30-mm-long borosilicate glass
tube ~Camlab, Cambridge, UK! of 333-mm2 inner square
section and 0.5-mm wall thickness. The photodiode output
voltage~PDV! was linearly proportional to particle numbers
at concentrations of yeast~particles of ca. 5-mm diameter! up
to 2.5•107 ml21.24 The threshold concentration for detection
of cells was 5•105 ml21.

The filter’s performance was characterized in terms of
clearance. Clearance is defined as@in#/@clear# where @in# is
the concentration of particles entering the filter, and@clear# is
the concentration of particles exiting from the side arm
~clarified outlet!. For practical reasons, both concentrations
were measured with the same detector placed in the side arm,
with the sound field switched off for determination of@in#.
For the experimental results measurements of both@in# and
@clear# fell within the established linear region of the PDV
dependence on particle concentration. Clearance was there-
fore expressed as PDV~sound off!/PDV~sound on!. The out-
put from the photodiode was interfaced to a computer.

5. Admittance measurements

Electric admittance of the acoustic filter was measured
using an Agilent Technologies Network Analyzer~HP
8753E!. The instrument was calibrated up to the acoustic
filter’s housing connector to ensure signal integrity and to
eliminate any influence of the screened RF connecting cable.

B. The transfer matrix multilayer resonator model

The transfer matrix model of piezoelectric multilayer
resonators used in this work for calculation of filter proper-
ties was developed by Nowotny and Benes.25,26Application
of the model to piezoelectric resonators for particle separa-
tion was described by Gro¨schl.8 The model is based on the
fundamental equations of piezoelectricity27 that relate the

coupled electroacoustic field quantities, acoustic displace-
mentu, mechanical stressT, electric potentialw ~quasistatic
approximation!, and dielectric displacementD, whereby the
medium under consideration is described by its elastic stiff-
ness constantc, piezoelectric constante, and dielectric con-
stant«. The model is generally restricted to harmonic time
dependence and to the one-dimensional case, that is, all con-
sidered quantities are assumed to show space dependence in
only one direction~direction of sound propagation, thickness
direction of the layers!. Furthermore, in some situations, the
displacement of the sound wave may be restricted to this
direction as well~longitudinal waves only!. This treatment is
justified here, because the piezoceramic plate transducers
used essentially permit electrical excitation of longitudinal
waves only. As a consequence of this restriction to a single
displacement direction, all material constants, which are ten-
sor quantities in the general case, are reduced to scalars.

According to the model, a homogeneous material layer
is represented by a transfer matrix relating the boundary val-
ues ofu, T, w, andD at adjacent surfaces. The transfer matrix
elements depend only on the material constantsr ~mass den-
sity!, c, e, «, the layer thicknessd, and the angular frequency
v. The explicit expressions for the matrix elements were
given by Nowotny.25 For multiple layers, the total transfer
matrix of the layered structure can be obtained by multipli-
cation of the transfer matrices of each single layer. This fol-
lows from the continuity conditions that apply at interfacing
surfaces. The electrodes of the piezoelectric layer have to be
treated as separate films, but may be regarded as massless if
they are sufficiently thin. On the outer free surfaces of the
total sandwich arrangement, stress and dielectric displace-
ment must be zero. This general boundary condition estab-
lishes an expression for the electrical admittanceY between
the electrodes. The explicit result forY as a function of an-
gular frequencyv and electrode areaA was given by
Nowotny.25

A general way of considering losses~viscoelastic damp-
ing, dielectric and piezoelectric losses! is the introduction of
complex material constants.28 Consequently, the transfer ma-
trix elements and the acoustic and electric field quantities
become complex, too. Specifically, viscoelastic and dielectric

TABLE I. Physical properties of filter layers.

Layer
Piezoceramic

A
Glue

B
Transmission

C
Water

D
Reflector

E

Material Pz26
Super
glue

Stavax
stainless steel Water

Stavax
stainless steel

Thickness~mm! 0.68a 0.005b 3.1a Variedc 1.61a

Sound speed
~m/s!

4600a 2400b 6100b 1464b 6100b

Density ~kgm23! 7700d 1100b 7800a 1000 7800a

Elastic stiffness
constant~GPa!

125 6.33 290 2.25 290

Eff. acoustic
quality factor

350b 5b 1000b 150b 1000b

aMeasured value.
bFitted value.
cFour thicknesses of the water layer were used, 0.18, 0.24, 0.26, and 0.30 mm.
dFerroperm data sheet.
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losses can be expressed by an acoustic quality factorQ and a
dielectric loss angled, that form the imaginary parts of the
material constantsc and«, respectively.~Piezoelectric losses
can be neglected in most practical cases.! Other loss mecha-
nisms relevant for acoustic particle filters, like sound attenu-
ation due to bubbles or dispersed particles, losses due to
divergence of the sound beam, etc., can be accounted for in a
global way by using reducedQ values~effective quality fac-
tors! for each material layer, as discussed by Gro¨schl.8

For a given multilayer resonator, typically comprising an
active piezoelectric layer followed by several passive solid
and/or liquid layers, in a first step, the transfer matrix model
allows calculation of the electrical admittance~real and
imaginary parts! between the electrodes of the active layer as
a function of frequency. In a second step, the spatial progress
of the primary electroacoustic field quantitiesu, T, w, D
within each layer, can be determined for a fixed frequency
and a given voltage amplitude applied across the electrodes.
This is accomplished by stepwise evaluation of the transfer
matrix of the corresponding layer, whereby the layer thick-
nessd is replaced by a variable thickness running from one
boundary to the next. From the primary field quantities the
spatial progress of other quantities of interest, like displace-
ment velocity or acoustic energy density in the considered
layer, can be derived easily.8

Practical application of the model requires knowledge of
all material parameters involved, these are for each layer:
thicknessd, mass densityr, elastic stiffness constantc, ef-
fective quality factorQeff ; furthermore, if the considered
layer is located between electrodes~within an electric field!:
dielectric constant« and dielectric loss angled ; and, in ad-
dition for piezoelectric layers: piezoelectric constante. The
parameters used for the calculations presented in this work
are listed in Tables I and II. The mathematical expressions
used were given by Gro¨schl8 and Nowotny.25

III. RESULTS AND DISCUSSION

Figure 2 shows the electrical admittance spectrum~ab-
solute values! of the filter chamber with 0.26-mm channel
width, measured with a Network Analyzer type HP 8753E,
compared to the values predicted by the transfer matrix
model described in the previous section. The calculation is
based on the layered structure of the filter chamber, compris-
ing a piezoceramic layerA, followed by a glue layerB, a
steel partC, the water layerD, and another steel partE, as
shown in the upper part of Fig. 4. Sound propagates along
the axis in the horizontal direction. All parameters of the
investigated multilayer resonator are listed in Tables I and II.
Each peak shown in the graph represents a resonance of the

multilayer structure~composite resonator!. Two characteris-
tic frequencies are marked:f 1 coinciding with the fundamen-
tal resonance frequency of the piezoceramic~this coinci-
dence is a consequence of chosen dimensions of layersA and
C!, and f 2 , which will be identified as the frequency of
optimum filter performance~see below!. The resonancef 2

occurs due to the liquid~water! layer of the structure; the
admittance spectra of the empty chamber~not shown here!
look essentially the same as the admittance curves of Fig. 2,
with the resonancef 2 vanishing.

Each resonance of the multilayer structure is character-
ized by a total phase shift of the acoustic wave between the
outer boundaries equal to a multiple ofp. For the fundamen-
tal resonance frequencyf 1 ~3 MHz! the thickness of layerA
corresponds to one half-wavelength~l/2! of the acoustic
wave in the piezoceramic and the thickness of layerC cor-
responds to 3l/2 in the steel.~The thin glue layerB can be
neglected in this consideration.! Thus, at 3 MHz the phase
shift of the acoustic wave isp between the boundaries of
layer A and 3p between the boundaries of layerC. For the
empty chamber~layers A and C only! the resonance atf 1

53 MHz therefore corresponds to a total phase shift between
the outer boundaries of 4p. Additional resonances can be
seen clearly in Fig. 2, corresponding to a total phase shift of
p ( f 50.75 MHz), 2p ( f 51.5 MHz), 3p ( f 52.25 MHz),
and 5p ( f 53.75 MHz). These resonances remain nearly un-
changed if the chamber is filled with water, although, in prin-
ciple, layersD andE have to be considered then. This small
influence of the water layer arises from the significantly
lower acoustic impedance of water compared to that of steel
~about 1:30!. However, an additional resonance develops in
the water-filled structure if the width of the water layerD is
in the order of~a multiple of! a half-wavelength of the acous-
tic wave in water. For the chamber represented in Fig. 2 the
width of water layerD is 0.26 mm. With a sound speed value
of 1464 m/s~Table I! this results in a resonance frequencyf 2

of approximately 2.8 MHz. This resonance, which is only
present for the water-filled chamber, is influenced strongly
by the properties of the water layer~thickness, elastic con-

TABLE II. Additional physical properties of active layer~piezoceramic!.

Material Pz26
Dielectric constant~F/m! 8•1029 ~a!
Tangent of dielectric loss angle 3•1023 ~b!
Electromechanical coupling factor 0.48 ~b!
Piezoelectric constant~N/Vm! 17.3
Electrode area~mm2! 200 ~a!

aMeasured value.
bFerroperm data sheet.

FIG. 2. Measured and calculated electrical admittance of the water-filled
filter chamber~0.26-mm channel width!.
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stant or sound speed! and is strongly dependent on tempera-
ture ~because of the temperature effect on sound speed in
water!.

Correct modeling of chamber characteristics with re-
spect to resonance peak heights and quality factors requires
consideration of a glue layer between the piezoceramic and
the contacting steel part, as can be seen from Fig. 3. Model-
ing without a glue layer results in an over-representation of
resonance peaks neighboring the fundamental at 3 MHz. In-
troduction of a glue layer reduces peak heights of the neigh-
bored resonances, but not of the 3-MHz fundamental, thus
leading to excellent agreement with the measured admittance
curve ~Fig. 2!. The effect of the glue can be explained as
follows: Around the piezoceramic’s fundamental at 3 MHz
the displacement amplitude of the acoustic wave is a maxi-
mum at the ceramic surfaces.~Exactly one half-wavelength
fits into the ceramic layer.! Therefore, in this frequency range
the glue layer lies in a region of maximum amplitude and
vanishing stress~pressure node! and has almost no effect on
the resonator. At other resonances the glue layer is not in a
pressure node, thus being stressed significantly and because
of its low Q value ~Qeff55 was assumed for calculations!
causing strong resonance degradation.

Figure 4 shows in its upper part the layered structure of
the filter chamber, as described previously. Below, two
graphs show the calculated spatial progress of displacement
velocity amplitude and stored acoustic energy density, re-
spectively, within these layers for the 0.26-mm chamber.
Each graph gives the results for two selected frequenciesf 1

and f 2 ~see Fig. 2!. For both frequencies, amplitudes and
energy densities are higher in the water layerD than in the
other layers; however, the maxima~in the water layer! do not
appear at the piezoceramic’s fundamental resonancef 1 but at
the system’s resonancef 2 . With respect to filtration effi-
ciency, for a given electric energy supplied, maximum stored
acoustic energy in the water~liquid! layer is desired. Thus,
optimum system performance is achieved at resonance fre-
quenciesnot coinciding with eigenfrequencies of the piezo-

ceramic ~layer A! or the ceramic–steel compound~empty
chamber, layersA, B, C!, as already shown by Gro¨schl for
ultrasonic filters developed for biotechnology applications.8

For the calculations shown in Fig. 4, a driving voltage of 16
V peak ~open-circuit! and a source resistance of 50V have
been assumed, according to the experimental conditions ap-
plied.

Measured filter performance~particle clearance! was
compared to calculated acoustic energy density in the water
layer of the 0.26-mm chamber, over a frequency range from
2 to 4 MHz ~Fig. 5!. In the preferred operation frequency
range near 3 MHz a distinct double-peak structure appears in
the clearance as well as in the energy density spectrum. Mea-
sured and calculated peak frequencies are in excellent agree-
ment. The remaining slight frequency shifts are primarily
due to the strong influence of changes in the elastic constant
or sound speed, respectively, of the water layer~temperature
dependence! and could even be eliminated. The peak height

FIG. 3. Calculated admittance of the water-filled filter chamber for situa-
tions where the influence of a glue layer between piezoceramic and contact-
ing steel is included or ignored~0.26-mm chamber!.

FIG. 4. One-dimensional structure of filter chamber, together with corre-
sponding displacement velocity amplitude and stored acoustic energy den-
sity distributions~0.26-mm chamber!, each calculated for two characteristic
frequencies~as marked in Fig. 2!; f 1 : System’s resonance coinciding with
fundamental resonance of piezoceramic;f 2 : Resonance with maximum
stored acoustic energy density in the liquid layerD.
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ratio corresponds to the findings of Fig. 4; that is, best per-
formance~maximum clearance! is obtained at the resonance
frequencyf 2 , at which the stored acoustic energy density in
the water layer is a maximum.

Figure 6 corresponds to Fig. 5 but shows the respective
results for a filter with 0.30-mm channel width. All param-
eters other than channel width remained unchanged. How-
ever, the spectra of clearance and energy density look re-
markably different. The peak of optimum performance is
shifted to a far lower frequency~approximately 2.5 MHz!.
The peak at the ceramic’s fundamental almost vanishes. This
strong influence of channel width is a consequence of the
specific geometric conditions applying to the multilayer
structure. As discussed previously, the resonances already
present for the empty chamber are only slightly influenced
by the water layer. A change of the water layer thickness
~here, from 0.26 to 0.30 mm! produces a significant shift
only of that resonance that is specific to the water-filled
structure. Thus, the resonance frequencyf 2 around 2.8 MHz
for the 0.26-mm chamber~Figs. 2 and 4! is shifted to approx.
2.5 MHz for the 0.30-mm chamber~Fig. 6!. The value of 2.5
MHz corresponds to one half-wavelength of the acoustic
wave in the 0.30-mm water channel. The observed strong

dependence of filter performance on channel width has been
verified experimentally for another two channel widths~0.18,
0.24 mm, data not shown! and was well represented by the
model in all cases.

In Figs. 5 and 6 we have compared experimental data
~clearance! to calculated results~energy density in water
layer! both representing different physical quantities, al-
though they are connected strongly. In particular, both prop-
erties show essentially the same frequency dependence. The
transfer matrix model in its current state is perfectly suited to
predict peak frequencies of filter clearance. The ratios of the
peak heights for energy density and particle clearance are
also in good agreement, as can be seen from Fig. 5. Never-
theless, the model cannot deliver absolute values of clear-
ance. A model for predicting filter clearance in an ideal half-
wavelength chamber has already been presented.24

Development of a model for predicting filter clearance from
energy density data over a wide frequency range and for
different channel widths is in progress.

In our measurements the frequencies associated with the
calculated energy density distribution peaks appear to be
slightly lower than those of the clearance measurements. Part
of this difference arises because, in the experimental scan-
ning process, frequency increases with time. Since the detec-
tor is downstream from the ultrasound active volume, the
frequency associated with a measured clearance, i.e., the fre-
quency being applied to the transducer when the clearance is
measured, is higher than the frequency at which that incre-
ment of sample was cleared. The volume between the ultra-
sound field and the detector was 0.55 ml. Since the clarified
medium flow rate was 0.028 ml s21, a time delay in the re-
gion of 20 s occurs between sample clarification and clear-
ance measurement. Since the frequency scan rate was 3 kHz
in 7-s steps, the above delay corresponds to a 10-kHz over-
estimate of the frequency associated with a measured clear-
ance. The data presented in Figs. 5 and 6 are not corrected
for this overestimate since the difference in frequency is
small in terms of these figures’ frequency range.

In practical filter operation the output resistance of the
electric driving source used is of great influence. Due to the
resonant behavior of the filters considered, their electric im-
pedance~admittance! varies strongly with frequency~Fig. 2!.
Consequently, maximum energy transfer from the source to
the resonator~liquid layer! occurs at certain frequencies de-
pending on the source resistance. This is illustrated in Fig. 7,
showing in expanded view the region around 3 MHz of the
calculated admittance spectrum of Fig. 2, together with the
calculated distribution of energy density in the 0.26-mm
channel. Calculations were carried out for an open-circuit
source voltage of 16 V peak and a source resistance of 50V
~the experimental conditions applied!. The peaks of energy
density, already identified in Fig. 5, almost coincide with the
frequencies of the admittanceminima, the so-called parallel
resonance frequencies. Thus, under the given electric condi-
tions, the optimum operation frequency of the filter is close
to aparallel resonance rather than a series resonance~admit-
tance maximum!. This is because of the low resonator im-
pedance~less than 10V at series resonances! compared to
the source, leading to electric drive conditions close to a

FIG. 5. Measured clearance of latex particles compared to calculated acous-
tic energy density spectra for the 0.26-mm chamber.

FIG. 6. Measured clearance of latex particles compared to calculated acous-
tic energy density spectra for the 0.30-mm chamber.
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constant current source configuration. For an ideal voltage
source~zero source impedance! energy density peaks would
coincide with the series resonances, while for an ideal cur-
rent source~infinite source impedance! the optimum frequen-
cies would exactly match the parallel resonances. A method
of identifying and maintaining the optimum operation fre-
quency for acoustic particle filters by controlling electric true
power input into the resonator has been described by
Gröschl.29

IV. CONCLUSIONS

Application of the transfer matrix model to a multilay-
ered filter system consisting of a piezoceramic transducer,
glue, steel transmission plate, fluid channel, and steel reflec-
tor showed excellent agreement between measured and pre-
dicted electrical admittance spectra when the channel con-
tained water or air. Calculation of admittance showed that
neglect of the thin glue layer attaching the transducer to the
steel transmission plate gave good agreement with the glue-
included case and with admittance measurements close to the
piezoceramic’s fundamental resonance, but showed signifi-
cant differences away from this resonance frequency. The
model also showed that the frequency dependence of stored
acoustic energy density in the water layer was in excellent
agreement with the experimentally determined frequency
distribution of particle filtration efficiency. Comparisons of
results for four channel widths showed that the frequency
dependence for the energy density and clearance efficiency
had a small maximum at the system’s resonance correspond-
ing to the fundamental of the piezoceramic~resonance of the
empty chamber! and a larger maximum~optimum clearance!
at another specific system’s resonancenot coinciding with
any of the empty chamber’s resonances. Gro¨schl8 previously
applied the matrix model to a long, aqueous pathlength ul-
trasonic filter. Quantitative comparison of experimental and
model results was restricted to electric properties of the filter
~admittance spectra! in that work. He did conclude qualita-
tively that the filter worked better if operated at resonances
not coinciding with piezoceramic or empty chamber reso-
nances, but there was no determination of separation perfor-
mance as a function of frequency. The high level of agree-

ment between the frequency dependence of the measured
filter performance in this work and the model predictions of
acoustic properties such as acoustic energy density in the
water layer provide the first detailed experimental verifica-
tion of matrix model predictions of filter performance.

Further comparisons showed that the peaks of energy
density were close to the frequencies of minima in the ad-
mittance spectrum, indicating that the filter in combination
with the connected amplifier performs optimally close to the
parallel resonance condition~operation in constant current
mode!.

The successful test of the model against experimentally
determined admittance and clearance data identifies it as a
powerful design tool for further optimization of multilayer
ultrasound systems.
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Measurement of an aeroacoustic dipole using a linear
microphone array

Peter Jordan and John A. Fitzpatricka)

Department of Mechanical Engineering, Trinity College, Dublin 2, Ireland

Jean-Christophe Valière
LEA/CNRS UMR-6609, University of Poitiers, Poitiers, France

~Received 4 October 2001; accepted for publication 27 November 2001!

It is shown that the standard beamformer technique is inadequate for both the source location and
the measurement of a simple dipole and that this is due to the assumption of monopole propagation
in the calculation of the phase weights used to steer the focus of the array. A numerical simulation
is used to illustrate the problem and to develop a correction to the signal processing algorithm to
account for the dipole propagation characteristic. This is then applied to array measurements for an
aeroacoustic dipole produced by a cylinder in a cross flow. The resulting source map and the
beamformed spectrum are shown to give a true representation of the source energy and frequency
content. A secondary effect of this correction is that the array becomes insensitive to other source
types so that in addition to acting as a spatial filter, the array can perform as a source filter. This work
also demonstrates how an array measurement can be misinterpreted if applied without consideration
of the source mechanism. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1446052#
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I. INTRODUCTION

The use of acoustic beamforming has become increas-
ingly commonplace in experimental aeroacoustics, and mi-
crophone arrays have proved a useful tool for source local-
ization in a number of applications. Billingsley and Kinns1

used a microphone array based on the beamforming tech-
nique to measure jet noise whereas a polar correlation tech-
nique was used by Fisheret al.2 also to measure jet noise.
Marcolini and Brooks,3 examined helicopter rotor noise by
using an array placed above the rotor and Brookset al.4 re-
ported on the parameters affecting the response characteris-
tics of an array. The advantages and disadvantages of a
phased array have been given by Silleret al.5 who imple-
mented the system for monitoring engine core noise. The
performance of an array is usually characterized by the di-
rectivity pattern as this defines its spatial sensitivity. The
directivity pattern can result in the contamination of mea-
surements from extraneous noise sources, a form of spatial
aliasing, and this is a function of both source frequency and
microphone array geometry. This has resulted in the devel-
opment of very large arrays with random spacing so that
these effects can be minimized over a range of frequencies.6

The implementation of beamforming for a microphone
array normally assumes monopole propagation characteris-
tics in the calculation of the phase weights used to steer the
focus of the array. As a consequence, the capacity of the
system to identify different source types and provide a mea-
sure of the contribution of that source in the far-field is lim-
ited in certain circumstances. Since the far-field characteris-
tics of an aeroacoustic system depend on the aerodynamic
source mechanisms and the manner by which they interact, it

is important to identify these mechanisms so that their con-
tribution to the acoustic far-field can be assessed.

The noise source for many aeroacoustic systems is gen-
erated by fluctuating lift forces and these are usually dipole
type mechanisms. In this work it is shown numerically and
experimentally that the standard beamformer method fails
when used to measure a simple dipole source represented by
an Aeolian tone generated by cross flow over a circular cyl-
inder. For this, the dipole is generated principally by the
fluctuating lift force at the vorticity shedding frequency with
very much smaller unsteady drag at twice this frequency as
described by Phillips.7 Experimental results reported by Lee-
hey and Hanson8 investigated the effect of Reynolds number
and spanwise correlation length on the noise intensity. Their
results, which agreed well with predictions based on the
analysis of Phillips,7 indicated that the oscillating lift coeffi-
cient was the controlling factor in the radiated sound inten-
sity and that this increased sharply with increasing Reynolds
number. Thus, identification of coherent sound sources typi-
cal of dipole mechanisms is important for practical applica-
tions in aeroacoustics.

A linear microphone array is used to make measure-
ments of the noise generated by a cylinder in a cross-flow.
The failure of the beamformer is manifest in both the loca-
tion of the source and in the derived spectrum which shows
almost no energy above the background levels in a frequency
range known to contain a discrete frequency source. This is
shown to be due to the assumption of monopole propagation
and a correction which accounts for dipole propagation char-
acteristics is developed and applied so that the beamformer
can be modified to accurately measure the source. After the
correction is applied, the spectrum shows, very clearly, a
peak at the source frequency, the level of which is a measure

a!Author to whom correspondence should be addressed. Electronic mail:
john.fitzpatrick@tcd.ie

1267J. Acoust. Soc. Am. 111 (3), March 2002 0001-4966/2002/111(3)/1267/7/$19.00 © 2002 Acoustical Society of America



of the source energy. It is further shown how, due to the
source-specific nature of the beamformer modification,
higher and lower frequency duct, fan, nozzle and jet noise is
eliminated from the spectrum. This work demonstrates how
array measurements can be misinterpreted if some effort is
not made to account for the physical nature of the source
mechanisms. It also demonstrates how, through application
of corrections to account for different source types, the array
can be used, not only to discriminate spatially between
sources, but also to discriminate between different source
types.

II. AEROACOUSTIC SOURCES

The far-field pressure of monopole, dipole and quadru-
pole sources have been given by, for example, Powell9 re-
spectively as

pM~ t;x!5
r0am

2

x

dUm*

dt
,

pD~ t;x!5
r0am

2

x S ycosq

c Dd2Um*

dt2
, ~1!

pQ~ t;x!5
r0aq

2

x S aq

3cD 2 d3Uq,x

dt3
,

wherer0 is the air density,am is the radius of an imaginary
sphere of fluid containing the source, andy is the distance
between the two poles of the dipole~assumed small com-
pared to an acoustic wavelength!. Um* is the radial velocity of
the monopole surface,x is the distance from the source, and
c the speed of sound.Uq,x is thex component of velocity of
the quadrupole surface.

Monopole sources are associated with volumetric fluc-
tuations of the local medium and the resultant sound power
is proportional to first power of the local Mach number. For
aeroacoustics, they arise in propeller or fan noise as de-
scribed by Ffowcs-Williams and Hawkings.10 Dipoles are as-
sociated with fluctuating forces, the resultant sound power
varying with the third power of the local Mach number, and
are dominant sources for many aeroacoustic systems at mod-
erate Mach numbers. Finally, quadrupole sources, associated
with the turbulent distortion of the fluid, generate sound
power proportional to the fifth power of the local Mach num-
ber and arise mainly in high speed jet noise systems. In terms
of far-field propagation, the monopole is the most efficient
radiator of sound, followed by the dipole, which is less effi-
cient because of the extra degree of freedom of motion as-
sociated with the source mechanism and, then, by the quad-
rupole which is less efficient again, having yet another
degree of freedom of motion. This work concentrates on the
dipole source, which tends to generate narrow-band acoustic
energy due to unsteady aerodynamic loading in fluid–
structure interactions.

A. The dipole source

From Eqs.~1! it can be seen that the acoustic field of a
dipole is dependent onu, whereu is the azimuthal angle in
the dipole plane. The resulting unsteady pressure fluctuations

propagate spherically into space as shown in Fig. 1 and there
exists a planar region between the two poles, and perpen-
dicular to the dipole axis, where the sound waves combine to
interfere destructively as the waves are perfectly out of
phase. As an observer moves around the dipole, the cancel-
lation becomes less efficient, until a point is reached~on the
dipole axis! where there is no cancellation and the sound
pressure observed is a maximum.

III. BEAMFORMING AND THE DIPOLE

A. Modeling the dipole

The expression for the acoustic field of a monochro-
matic dipole can be written as

p~x,q,k!5
B

x
cosqejkx, ~2a!

wherek5v/c is the wavenumber,B is the sound pressure
magnitude andv the sound frequency in radians, or, alterna-
tively as

p~x,q,t !5
B

x
cosqe2 j vt, ~2b!

i.e., a source with time dependence proportional toe2 j vt,
where j 5A21. Using this expression, a far-field radiation
pattern for a dipole was generated as given in Fig. 1. Using
this acoustic field, the response of a linear array of 30 mi-
crophones arranged parallel to the dipole axis as shown in
Fig. 2 was determined. The frequency of the source was 800
Hz, the array was located 1 m from the source and the mi-
crophone spacing was 30 mm. Figure 3 shows ten fully re-
constructed temporal signals, where it can be seen that there
are variations in both magnitude and phase across the array
as would be expected.

FIG. 1. Polar pressure distribution of a point dipole.
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B. Beamforming algorithm

The beamforming operation is defined by11

X~ t,v!5 (
m51

M
Wm

r m
Ym~ t,v!e2 j vDm, ~3!

which, in the frequency domain, is

X~ f !5 (
m51

M
Wm

r m
Ym~ f !e2 j ~2p f /c! r m, ~4!

whereWm is the element weighting~nominally equal to 1!,
r m is the distance from themth sensor to the focus position,
Ym is the Fourier transform for themth sensor,f is the fre-
quency andc is the speed of sound in air. It can be seen from
Eqs.~3! and~4! that the output of the array, as well as being
a function of the source frequency, is also a function of the

microphone-source vectors,r m . The influence of these pa-
rameters on the resolution power of an array is significant
and has been well documented in the literature.1,2,4,11Higher
frequency sources are more effectively resolved by the array
due to a narrowing of the mainlobe with increasing fre-
quency whereas low frequency sources cause a broadening
of the mainlobe and are less well resolved. An increase in the
overall aperture of an array, defined as the angle subtended
between its extremities and the source, results in an improve-
ment in the resolution capacity of the array. Thus, for a fixed
aperture, the addition of more microphones~i.e., reducing
the microphone separation! results in both an improvement
in the dynamic gain of the array, which is defined as the
difference between the mainlobe peak and the next highest
sidelobe, and its resolution power.

C. Results of numerical simulation

Using the numerically generated acoustic field, the
simulated microphone signals were weighted so as to move
the focus position over the linear region AB containing the
source as shown in Fig. 2. It is clear from the beamformer
response shown in Fig. 4~a! that the measured source distri-
bution is in error, with a minimum sound pressure at the
source location. By comparison, Fig. 4~b! shows the results
of a simulation for a point monopole source with the same
frequency as the dipole, and it is here readily observed that
the beamformer correctly identifies the source.

The mechanism responsible for the null measurement at
the source location for the dipole is illustrated in Fig. 5,
where the phase weighted signals for that focus position are
shown. This shows that the signals prior to summation are
such that destructive interference will occur, as the first 15
microphone signals are all in phase, with the second 15 out
of phase. Thus, the out of phase characteristic of the micro-
phones on either side of the zero-axis results in perfect de-
structive interference when the entire array of signals is com-
bined. It is clear that, physically, this is due to the spherical
wave-fronts being 180 degrees out of phase. This is the dis-
tinctive phase signature of the dipole and a modified proce-
dure is required so that beamforming can be used to identify
dipole sources which can result in coherent noise generation
in aeroacoustic systems.

In order to implement such a procedure, the steps re-
quired will be as follows :

~1! Examine the phase characteristics of the signals from the
array for each focus position of interest.

~2! Locate a potential dipole source as the position where
the phase clearly moves through 180 degrees across the
array response.

~3! Realign the data to correct for the phase difference.
~4! Proceed with the beamforming procedure as normal.

IV. EXPERIMENTAL SETUP AND ANALYSIS

A series of experiments was conducted to implement the
procedures as described above. A cylinder was placed in an
open jet flow so that an Aeolian tone was generated repre-
senting a realistic aeroacoustic dipole source. The experi-
mental facility of Fig. 6 shows the semi-anechoic environ-

FIG. 2. Setup for numerical simulation.

FIG. 3. Time domain array data from the simulations.
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ment~effective down to a frequency of 500 Hz!, the fan and
nozzle arrangement and the microphone array. A support
structure for the 4-mm-diam cylinder was mounted at the
exit from the nozzle which had a maximum velocity of 50
m/s. A linear array consisting of 30 microphones was used to
perform measurements with microphone spacing of 35 mm
so that frequencies up to 4.9 kHz could be resolved. The
array consisted of 30 KE4 Sensheiser electret microphones
with a 20–20 000 Hz range and integrated preamplifiers.
Data acquisition was performed using two 16-channel Ki-
netic Systems V200 acquisition cards, mounted on a Na-
tional Instruments VXI chassis with each card capable of
acquiring 16 channels of data simultaneously up to 200 kHz.
A controller provided local control of the system and was
connected to a PCI card on a PC via an MXI interface.

A single acquisition consisted of 150 000 data points ac-
quired at 12.5 kHz. The signals were broken down into
blocks of 4096 data points, and each block Fourier trans-
formed. Phase weights were applied to the transforms ac-
cording to Eq.~4!, in order to steer the array focus over a

range of locations. This range was a 1-m linear region, par-
allel to the array axis and centered at the source. The
weighted frequency domain signals were then summed, for
each focus position, in order to give a beamformed FFT. This
process was repeated for each consecutive block of 4096
data points, which for a total of 150 000 points results in 36
beamformed data sets. The beamformed spectrum was deter-
mined from these in the usual way with 36 ensemble aver-
ages. This then represents an estimation of the acoustic en-
ergy generated by a source at a given focus position.

V. RESULTS

The 4-mm cylinder in a cross-flow of 50 m/s, generated
strong Aeolian tones at a frequency of 2560 Hz, and these
were clearly audible above all other noise sources. Figure 7

FIG. 5. Array response weighted for focus on source.

FIG. 6. Experimental setup.

FIG. 4. Beamformer response:~a! dipole source and~b! monopole source.
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shows the beamformed spectral levels at the source fre-
quency as a function of focus position. The source is located
at 1 m and the results demonstrate clearly the inability of the
array using the standard beamformer method either to locate
the source or to estimate its amplitude. Even more striking is
the result of the beamformed spectrum shown in Fig. 8. Al-
though a strong peak was expected at a frequency of 2560
Hz, the spectrum is dominated by lower frequency fan, duct
and nozzle noise, showing only a very weak response over
the background level at the source frequency. Figure 9 shows
phase distributions across the array, for a range of focus po-
sitions. A dipole signature can be identified where the phase
moves through 180 degrees across the array and this is
marked as a series of circles. This is the dipole source loca-
tion, and to measure the source using the array, the beam-
former must be corrected to allow for the distinctive phase
characteristic of the dipole source.

A. Beamformer correction

Measurements taken with a beamformer give an average
measure of sound power radiated from the source region in
the direction of the array. However, this is only true when the

signals are weighted such that those components of the sig-
nals representing energy which originated at the focus posi-
tion are perfectly in phase. Even in the case of a monopole,
standard phase weighting will not give perfect phase align-
ment, due to the nonideal nature of real acoustic sources and
their propagation characteristics. For measurement of a di-
pole source the correction procedure proposed earlier in the
article is applied to compensate for the phase misalignment
shown in Fig. 9. Once this correction has been applied to
give the phase distribution of Fig. 10, summation of the sig-
nals will result in constructive interference between compo-
nents of the signal representative of the dipole. The effect of
this phase correction on the source map is shown in Fig. 11
together with the original result from the standard beam-
former. This source map now gives a maximum at the source
where the ordinary beamformer showed a large attenuation.
More dramatic, however, is the change in the beamformed
spectrum shown in Fig. 12~a! where a peak at 2560 Hz is
now clearly evident. To demonstrate the effectiveness of the
method in identifying a dipole type source, results were ob-
tained at two other flow velocities and the corrected beam-

FIG. 7. Normal beamformer source map.

FIG. 8. Normal beamformer spectrum.

FIG. 9. Phase distributions for beamformer focus positions.

FIG. 10. Beamformer phase correction.
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formed spectra are shown in Figs. 12~b! and ~c!. For these,
clear peaks at 2200 and 1850 Hz can be observed whereas
the spectra from the uncorrected beamforming approach
show the same characteristics for all three velocities.

VI. CONCLUSIONS

The use of the standard beamforming method fails to
locate a simple aeroacoustic dipole source and results in a
spectrum which does not represent the true character of the
source. The spectrum generated by the standard beamformer
method demonstrates the inability of this technique to iden-
tify a discrete frequency dipole source in an aeroacoustic
system. The source location and the spectra resulting from
the phase correction for measurement of a dipole show that
the proposed method works well with experimental data. The
results of the corrected spectra are indicative of a number of
phenomena. The first is the capacity of the beamformer to
identify discrete frequency dipole energy sources in the fre-
quency range 1800–2570 Hz. Secondary effects are the re-
ductions in energy shown in the frequency ranges 0–1500
Hz and at higher frequencies than that of vortex shedding.
By phase correction of the beamformer to increase its sensi-
tivity to the dipole source, the array appears to have become
less sensitive to other source types, and, so, sound energy
which was present in the system as a result of other aeroa-
coustic phenomena has been attenuated. This indicates that
the spectrum generated by the standard beamformer repre-
sents the sound energy of sources such as the fan, duct,
nozzle and jet~all of these lie on a horizontal axis containing
the dipole, perpendicular to the array axis, and, thus, in the
same look direction!, whereas the modified spectrum repre-
sents the dipole energy. Thus, there is potential for the tech-
nique to be developed so that it can be used to discriminate
between different source types as well as acting as a spatial
filter.

The results demonstrate the degree to which an array
measurement can be in error. Aeroacoustic systems are gen-
erally directional, with a large variety of different source
mechanisms, all combining to produce the resultant acoustic
field. This work constitutes a worst case scenario, where a

very obvious source is completely missed by the standard
technique. This is clearly a consequence of the linear array
being aligned normal to the dipole axis. Obviously, if the
array was aligned parallel to the dipole axis, it would see an

FIG. 11. Source map~- - : normal; ---: with dipole correction!.

FIG. 12. Computed spectra~- - : normal; --- : withdipole correction!. ~a! Jet
velocity 50 m/s~f52560 Hz!. ~b! Jet velocity 44 m/s~f52200 Hz!. ~c! Jet
velocity 37 m/s~f51850 Hz!.

1272 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Jordan et al.: Measurement of an aeroacoustic dipole



apparent monopole and the source map would identify this.
In practical cases, it is likely that the array axis will be ob-
lique and, therefore, the likely orientation of potential aeroa-
coustic sources should be considered before experiments are
performed using arrays. For many airframe applications, the
aeroacoustic sources arise from fluctuating loading forces
and these are principally of the dipole type. Further work is
required to investigate the application of the proposed
method to more complex systems.
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Previous papers considered an infinite fluid-loaded plate with parallel line attachments, driven by a
wave-number-white pressure excitation invariant in the direction of an attachment, and established
the conditions and procedure for estimating the broadband radiated power by assuming the ribs to
radiate independently. This paper applies those results to a finite rectangular ribbed plate, and
extends the methodology to include the contribution of the plate’s boundary support forces to the
radiation and the consideration of excitation that varies in the direction parallel to the ribs. The
approach is relevant to problems of sound radiation by underwater stiffened steel plates driven by
turbulent boundary layer~TBL! pressures, and is also applicable to stiffened circular cylindrical
shells when the response is dominated by bending. Comparisons of sample calculations with results
of rigorous models validate the approximation. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1446049#
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I. INTRODUCTION

It was shown by Ffowcs Williams1,2 that the sound
power radiated by a turbulent boundary layer~TBL! on an
extended surface is due to the sum of two principal effects.
There is direct radiation from the multipole structure of the
turbulence whose magnitude is not significantly affected by
the nature of the surface. There is also radiation due to the
interaction of the surface vibration with structural disconti-
nuities, and this component usually dominates the first.

Outboard surfaces of underwater structures are often ex-
tended panels having discontinuities in the form of reinforc-
ing parallel ribs, and the mutual forces exerted between the
panel and each rib, in response to the TBL-generated panel
vibration, generate radiated sound power. If there are com-
peting loss mechanisms, a mathematical model must be able
to properly apportion power radiated with that lost to struc-
tural damping and other mechanisms in order to determine
the panel response and the resulting radiated power. A rigor-
ous calculation requires a complete solution for the system
because the phase relationships among the various rib forces
are important in determining the net radiation. Such a solu-
tion is difficult to formulate and can require a very time-
consuming execution for random excitation and response of
a realistic panel. It is inherently a narrow-band calculation
and delivers a precision that may not be justified by the
ability to describe the structure.

References 3 and 4 developed an approach for directly
estimating the rib-related radiated power in broad~e.g., one-
third-octave! frequency bands. An idealized one-dimensional
model of a string, loaded at discrete points with identical
attachments~masses or springs! and driven by a wave-
number-white mechanical excitation, was considered in Ref.
3. It was demonstrated that, when a frequency band contains
at least two resonances of the finite string, and the attach-

ment forces can be considered to radiate independently and
similarly, then the mean-squared force within the band can
be estimated without considering interactions among the at-
tachments. The radiated power is then equal to the product of
the number of attachments and the mean-squared force and
the power radiated per unit mean-squared force. The assump-
tion that the attachments could be considered to radiate in-
dependently and similarly was examined in Ref. 4 using the
model of a membrane containing equally spaced parallel line
masses, with excitation and response invariant in the direc-
tion parallel to an attachment. It was shown to be valid when
at least one Bloch wave number of the periodic structure falls
within the band of radiating wave numbers. This always re-
sults when the acoustic wavelength is smaller than two times
the rib spacing, and generally occurs within the next lower
frequency octave, in which the acoustic wavelength is
smaller than four times the rib spacing.

The approximate solution was tested in Ref. 4 by using
it to estimate the power radiated per attachment for infinite
membranes and plates containing periodically spaced line
masses. The structure was assumed to be driven by a random
driving pressure on the surface, invariant in the direction
parallel to an attachment and wave-number-white for the di-
rection transverse to the attachments. This was intended to
represent the spectral density of a blocked TBL pressure in
the subconvective range. The parameters represented steel
panels in water, and underwater flow speeds are low enough,
compared to the plating bending wave speed, so that hydro-
dynamic coincidence is not a factor. An exact solution was
obtained by applying the formalism of Ref. 5 to a wave-
number-white random surface excitation. The results vali-
dated the approximation.

The analysis of Ref. 3 ignored radiation from the ends of
the finite string, and because a string was used as the struc-
tural model, the effects of finite width in the direction paral-
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lel to an attachment and the variation of excitation and re-
sponse in that direction were also ignored. This paper
considers these issues by first extending the formulation to
plates having finite width parallel to a rib, and then suggest-
ing an approximation for the contribution of radiation from
panel edges that are parallel to the ribs.

II. FINITE WIDTH PANELS

Consider a flat plate lying in thex–y plane, as shown in
Fig. 1. The plate is of infinite length in thex direction and of
finite width, W, in the y direction, occupying the stripuyu
,W/2. The plate is reinforced by identical ribs that are par-
allel to they axis and have average spacing,s, along thex
axis. It is assumed to be rigidly baffled in thex–y plane for
uyu.W/2 with a semi-infinite acoustic fluid in the space
above the plate.

The plate is assumed to respond in bending only, and is
described by thin-plate theory. Lettinga andg be the wave
numbers corresponding to thex- and y directions, respec-
tively, and withv equal to 2p times the frequency, the wave
number-frequency impedance of the unstiffened plate,
Zp(a,g;v), is given by Eq.~1!. In this equation,M is the
mass per unit area of the plate,D is its bending rigidity,h is
the associated loss factor for bending, andkp is the complex
bending wave number of the plate at the particular frequency

Zp~a,g;v!52 ivMF12
~a21g2!2

kp
4 G ; kp

45
Mv2

D~12 ih!
.

~1!

The wave-number-frequency impedance of the acoustic
fluid above the plate is given by Eq.~2!, in which r is the
mass density of the fluid,c is its sound speed, andk is the
acoustic wave number at the frequency

Zf~a,g;v!5
rv

A~k22a22g2!
; k5

v

c
. ~2!

The wave-number-frequency impedance of a rib, mod-
eled as a beam in bending, is given by Eq.~3a!, in whicht is
the mass per unit length of the beam,EI is the equivalent
bending rigidity of the attached beam’s cross section,h r is
the associated bending loss factor, andkr is the beam’s com-
plex bending wave number

Zrib~g;v!52 ivtF12
g4

kr
4G ; kr

45
tv2

EI~12 ih r !
. ~3a!

The admittance of the beam is defined as the reciprocal of
the impedance

Yrib~g;v!5Zrib
21~g;v!. ~3b!

A time-dependence exp(2 ivt) has been assumed.
The basis of the approximate solution is that the struc-

tural dissipation in the ribs and their radiation losses~when
the rib forces can be considered to radiate independently! can
be spatially averaged to produce loss factors that can be
added to the loss factor of the homogeneous plate. Sections
III and IV of Ref. 4 summarize the approximate solution for
membranes and plates infinite in they direction and with no
y dependence of excitation and response~i.e., g50!. How-
ever, any value ofg could have been assumed in the analyses
leading to those results. The steps are summarized here for
the plate infinite in they direction, with arbitraryg.

~1! ComputeY`(g;v), the input admittance for a line
force acting on the infinite, uniform fluid-loaded plate, and
Yrad(g;v), the acoustic power radiated per unit line force

Y`~g;v!5
1

2pE2`

1`

@Zp~a,g;v!1Zf~a,g;v!#21da,

~4!

Yrad~g;v!5
1

2pE2k

1k

Zf~a,g;v!uZp~a,g;v!

1Zf~a,g;v!u22da. ~5!

~2! Compute bdiss and b rad, the spatially averaged
equivalent damping coefficients for the rib dissipation and
radiation, respectively. The dissipation coefficient for the rib
is given in explicit form, and represents the power lost in
bending deformation

bdiss~g;v!5
v~h rDg4/v2!uYrib

2 ~g;v!u

suY`~g;v!1Yrib~g;v!u2
~6a!

b rad~g;v!5
Yrad~g;v!

suY`~g;v!1Yrib~g;v!u2
. ~6b!

~3! Compare the mean-squared velocity of the equiva-
lent plate, assuming a wave-number-white excitation spectral
density,S(v)

^uv~g;v!u2&5S~v!E
2`

1`

uZp~a,g;v!1Zf~a,g;v!

1@bdiss~g;v!1b rad~g;v!#u22da. ~7!

~4! Compute the mean-squared attachment force

^uF2~g;v!u&5
^un2~g;v!u&

uY`~g;v!1Yrib~g;v!u2
. ~8!

~5! Compare the acoustic power radiated per rib in a
frequency bandDv by considering the rib attachment force
in isolation. When evaluating the quantities in the previous
equations,v is to correspond to the band’s center frequency

FIG. 1. Ribbed plate strip of finite width.
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^Prad&5^uF2~g;v!u&Yrad~g;v!Dv. ~9!

A. Expansion in cross modes

If the excitation and responses of the plate illustrated in
Fig. 1 vary in they direction, theiry dependence may be
represented in terms of a full-range Fourier series in expo-
nential form. For an excitation that is deterministic in they
direction, the normal force that a rib exerts on the plate can
be written in the forms of Eq.~10!

F~y!5
1

W (
n52`

1`

An expF12p iny

W G ~10a!

An5E
2w/2

1w/2

F~y!expF22p iny

W Gdy. ~10b!

Let Yrad(2pn/W) be the real part of the modal acoustic
radiation admittance of a rib force applied along a finite
length line segment. IfW is large enough in comparison to
the acoustic wavelength, thenYrad(2pn/W) may be approxi-
mated by Eq.~5! with g52pn/W. When unu.kW/(2p),
Yrad vanishes. Below the coincidence frequency, this is
equivalent to ignoring radiation from corner modes in com-
parison to edge modes along the rib. Above the coincidence
frequency, edge modes along the rib are ignored in compari-
son to surface modes. When coupling among these ‘‘cross
modes’’ is ignored, the acoustic power radiated by the line
force is given by Eq.~11!, in which the asterisk denotes the
complex conjugate andJ is the largest positive integer less
thankW/(2p)

Prad5E
2w/2

1w/2

dy (
n52J

1J An*

W
expF22p iny

W G (
m52J

1J
Am

W

3expF12p imy

W GYradF2pm

W G
5 (

n52J

1J uAn
2u

W
YradF2pn

W G . ~11!

Because the excitation and response are random in they
direction, the expected value of the power is required, which
is defined by Eq.~12!

^Prad&5
1

W (
n52J

1J

^AnAn* &YradF2pn

W G , ~12a!

^AnAn* &5E
2w/2

1w/2

dy1E
2w/2

1w/2

dy2^F~y1!F* ~y2!&

3expF22p iny1

W
GexpF12p iny2

W
G . ~12b!

If the random response in they direction is treated as spa-
tially homogeneous, even though the width is finite, then

^F~y1!F* ~y2!&5Ry~y12y2!, ~13!

in which RF(«) is the autocorrelation function ofF at inter-
val «. Equation~13! may be substituted into Eq.~12b!

^AnAn* &5E
2w/2

1w/2

dy2E
2y22w/2

2y21w/2

Rf~«!expF22p in«

W Gd«.

~14a!

Assuming thatW is much larger than the correlation length
in they direction, Eq.~14a! may be replaced by Eq.~14b!, in
which FF@2pn/W# is the mean-squared spectral density of
F in the y direction

^AnAn* &5E
2w/2

1w/2

dy2E
2`

1`

Rf~«!expF22p in«

W Gd«

52pWFFF2pn

W G . ~14b!

The spectral densityFF is equivalent to the left-hand side of
Eq. ~8! with g5@2pn/W#; therefore, upon substituting Eq.
~14b! into Eq. ~12a!, Eq. ~15! is obtained

^Prad&52p (
n52J

1J K UFS 2pn

W D U2L YradF2pn

W GDW. ~15!

B. Comparison with exact results

1. Exact solution

As described in Sec. III B of Ref. 4, an exact solution
can be generated from the results of Ref. 5 with the addition
of fluid loading and the assumption of a wave-number-white
random excitation. For the two-dimensional problem, the re-
sulting mean-squared spectral density of the plate velocity
has the general form of Eq.~16!

Sn~a,g;v!5Sn
0~a,g;v!1Sn

0r~a,g;v!1Sn
r ~a,g;v!.

~16!

The first term on the right-hand side represents the velocity
spectral density that the excitation would produce on the
uniform plate without ribs. The third term represents the ve-
locity spectral density produced on the uniform plate by the
induced rib attachment forces. The second term represents an
interaction between the other two velocity fields. The acous-
tic power radiated per ‘‘bay’’~i.e., portion of the plate be-
tween two adjacent attachments! within the frequency band
by that part of the velocity field due to the rib forces alone,
and equivalent to the power radiated per rib, is given by Eq.
~17!

Prad
r 52psE

Dv
dv (

n52J

1J E
2k

1k

Sn
r Fa,S 2pn

W D ;vG
3ZfFa,S 2pn

W D ;vGda. ~17!

The results of Eq.~17! will be compared to those of Eq.~15!.

2. Description of plates

Comparisons of calculations will be presented for the
same two infinitely extended steel plates in water that were
considered in Ref. 4. Each plate is reinforced by an infinite
number of equally spaced steel ribs having a cross-sectional
area of 75 cm2 and an effective moment of inertia for bend-
ing of 7500 cm4. The mass density and sound speed for
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water are taken as 1.0 g/cm3 and 150 000 cm/s, respectively.
The mass density and plate modulus for steel are taken as 7.8
g/cm3 and 2.031012 dyne/cm2, respectively. No mechanical
damping is associated with the rib. The first plate is 1 cm
thick with a bending loss factor of 0.05 and a rib spacing of
50 cm. The second plate is 5 cm thick with a loss factor of
0.005 and a rib spacing of 100 cm. For both plates,W5500
cm. The driving spectral density is again assumed to be
wave-number-white and frequency independent

S~a,g;v!5S0~v!51~dyne/cm!2s. ~18!

3. Results

The development in Ref. 4 indicates that the approxi-
mate calculation of power radiated per rib~or per bay!
should be within 3 dB of the exact calculation whenks
.p/2. Accordingly, the minimum frequency of applicability
is 750 Hz for the 1-cm-thick plate having a rib spacing of 50
cm and 375 Hz for the 5-cm-thick plate having a rib spacing
of 100 cm. Figures 2~a! and ~b! show agreement of the ap-
proximate and exact calculations above these frequencies.

The mean-squared velocity of the panel,uV2u, is also of
interest. Analogous to the result for radiated power, the ap-
proximation for the panel of widthW is given by Eq.~19!.
Here, the summation is over all cross modes

^uV2u&5
2p

W (
n52`

1` K Un2S 2pn

W
;v D U L Dv. ~19!

There is a corresponding expression for the exact solution.
The approximate and exact results for the two panels are
compared in Fig. 3.

III. FINITE PANEL SECTIONS

When the edge of a panel is explicitly accounted for in
structural acoustic problems, the panel is usually considered
to be in free space or bounded by an infinite impedance
coplanar baffle. For most practical problems of steel struc-
tures in water, neither the free space nor baffle idealizations
represents the actual situation, because the panel section of
interest is connected to the rest of the structure, often at a
large impedance discontinuity. The coupling between the
panel and remaining structure should be accounted for. This
will be done through an idealized representation, illustrated
in Fig. 4, in which the panel of interest is composed ofN
11 bays separated byN parallel ribs with average spacings
and terminated on each end by an infinite impedance line
force support. The length of the section in thex direction
~transverse to the ribs! is L5(N11)s. The rest of the struc-
ture to which this section is attached is taken as its periodic
extension, including the infinite impedance supports. The
width of the panel in they direction ~parallel to a rib! is W.

A. Extension of approximation

As discussed above, the ribs can always be considered to
radiate independently whenks.p because, at these frequen-
cies, there must be at least one radiating Bloch wave. As a
practical matter, the assumption can be extended down to
ks.p/2 because that Bloch wave is unlikely to suddenly
drop out of the radiation band as the frequency decreases
below that cutoff. For the doubly periodic system, there is a
second set of Bloch waves based on the lengthL. At least

FIG. 2. ~a! Comparison of calculated power radiated per rib for 1-cm plate.
~b! Comparison of calculated power radiated per rib for 5-cm plate.

FIG. 3. Comparison of calculated mean-squared plate velocities.

FIG. 4. Finite ribbed-plate section with boundary supports.
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one of these will always radiate whenkL.p, and the sup-
ports can be assumed to radiate independently whenkL
.p/2.

Just as a spatially averaged equivalent radiation damping
coefficient for a cross mode was defined for the ribs based on
the assumption of independent rib radiation, a cross-mode
radiation damping coefficient,bb , can be defined for the
infinite impedance supports. This is given by Eq.~20!

bb~g;v!5
Yrad~g;v!

LuY`~g;v!u2
. ~20!

The mean-squared plate velocity for the cross mode is then
given by Eq.~21!, in which bdiss andb rad are given by Eq.
~6!

^un~g;v!u2&5S~v!E
2`

1`

uZp~a,g;v!1Zf~a,g;v!

1@bdiss~g;v!1b rad~g;v!

1bb~g;v!#u22da. ~21!

The corresponding mean-squared boundary support force is
given by Eq.~22!

^uFb
2~g;v!u&5

^un2~g;v!u&

uY`~g;v!u2
. ~22!

The power radiated by the panel section of lengthL and
width W is then represented by Eq.~23!, in which Yrad and
Fr are given by Eqs.~5! and ~8!, respectively, and it is as-
sumed thatkL.p/2

^Prad&52p (
n52J

1J FNK UFr S 2pn

W D U2L
1 K UFbS 2pn

W D U2L GYradF2pn

W GDv; ks.p/2,

~23a!

^Prad&52p (
n52J

1J K UFbS 2pn

W D U2L YradF2pn

W GDv;

ks,p/2. ~23b!

In Eq. ~23!, explicit use has been made of the fact that the
ribs cannot beexpectedto radiate at frequencies belowks
,p/2. In this frequency range,b rad is set equal to zero in Eq.
~21!. Note that only one boundary support is allocated to the
panel section. This can be justified by defining a unit cell of
the infinite periodic extension so that the support is at its
center.

B. Comparison with exact results

Mace6 has presented an exact analysis of an infinite
plate reinforced by a doubly periodic stiffener-support sys-
tem. This can be used to check the approximation of radia-
tion by the finite section in the same manner as for one bay
of the singly periodic ribbed plate. The two plates previously
considered will again be used for illustration. Each will be
given nine ribs between the major supports so thatL5500

cm for the 1-cm-thick plate andL51000 cm for the 5-cm-
thick plate. Results will be given only for the uniform cross
mode~i.e., n50), so that the width,W, does not enter. Fig-
ures 5~a! and ~b! show comparisons in relative dB.

The theory indicates that, based on the lengthL, the
approximations for the thinner and thicker plate are valid
above 75 and 37.5 Hz, respectively. The results indicate very
good agreement between the approximate and exact formu-
lations above 40 Hz for the thicker plate. Similar agreement
is found above 80 Hz for the thinner plate, except in the
100–200-Hz band. This discrepancy is due to a rib-related
Bloch wave that has passed back into the radiating band, but
cannot be accounted for by the approximate theory when
ks,p/2.

IV. CONCLUSION

This paper has considered sound radiation due to TBL
excitation of a rectangular plate stiffened by a set of ribs
parallel to two of the sides. Results of previous papers were
used to establish a procedure for directly estimating broad-
band levels of radiated power due to the interaction forces
between the ribs/parallel boundary supports and the plate.
Because the intended application is to steel~or aluminum!
plates in water, for which the flow speeds are much less than
typical plate-bending wave speeds, there are no effects due to
hydrodynamic coincidence. The plate was assumed to be
driven by the subconvective portion of the frequency-wave-
number spectral density of the blocked TBL pressure in the
neighborhood of the plate’s bending wave number in the
fluid. For typical steel plates and frequencies of interest, the
spectral density in this region is considered to be slowly

FIG. 5. ~a! Comparison of calculated power radiated by 1-cm plate section.
~b! Comparison of calculated power radiated by 5-cm plate section.
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varying and, for purposes of development and illustrative
calculations, the spectral density was assumed to be wave-
number-white. Because the results of the derivations in Refs.
3 and 4 displayed themselves in terms of robust responses
such as mean-squared plate velocity, the approximate formal-
ism appears to be also applicable to the slowly varying TBL
pressure spectral density. Results for a wave-number-
dependent form can be used by replacingS(v) appearing
outside the integrals of Eqs.~7! and~21!, with S(a,g;v) in
the integrands.

An infinite periodic extension of a series of ribs between
major supports was used to evaluate the approach to includ-
ing radiation due to boundaries parallel to the ribs. Although
an idealization, it allows an approximation of the coupling
between connected sections that are not too dissimilar, and is
better than a rigid baffle extension. Because the distance be-
tween the plate’s edge supports is (N11)s, the frequency at
which the supports can be considered to radiate indepen-
dently is much lower than the cutoff frequency for the ribs.
By including the contribution of the supports, the rib radia-
tion can be shut off whenks,p/2, and a good estimate of
the panel’s radiation is still achieved. The exception is when
a rib-related Bloch wave number has moved back into the
radiation band. The approximate theory cannot account for
this. With this exception, the comparison of exact and ap-
proximate powers shows very good agreement, typically
within 3 dB.

The coplanar extension of the plate in they direction
was taken to be a rigid baffle. This assumption does not
significantly affect the radiation due to the supersonic edge-
mode components of the rib forces, but it does omit the
effects of coupling to the rest of the structure.

In addition to radiation due to rib and boundary forces,
there is direct radiation from the TBL multipoles. This
power, which corresponds to radiation from the supersonic
wave-number range of the TBL pressure spectral density, is
not significantly dependent upon panel properties unless the
panel is very compliant.1 Unfortunately, estimates of spectral
density levels in the supersonic wave-number range are less
well-established than those for higher subconvective wave
numbers, and corresponding predictions of directly radiated
power are more problematic. This means that estimates of
rib- and boundary-related power above the coincidence fre-
quency are also questionable, because the bending wave
number is, by definition, in the supersonic range.

Although thin-plate theory was used in the calculations,
a thick-plate bending model can also be used. Additionally,
the approach can be applied to circular cylindrical shells,
whose response is dominated by bending, by using structural
and acoustic impedances appropriate to that geometry, and
setting the width,W, equal to 2p times the shell radius.
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APPENDIX: CLARIFICATIONS

It can be seen from Eq.~7! that the quantities designated
b have the dimensions of wave-number impedance, and per-
haps should have been called equivalent dampingimped-
ancesrather thancoefficients. In addition, due to a manu-
script error in Ref. 3, Eqs.~33a! and ~33b! of that paper are
given incorrectly. They should read as follows:

n~x!5nu~x!

1 i
F

mc0

sin@k~L/21j!#sin@k~L/22x!#

sin~kL!
; x.j,

n~x!5nu~x!

1 i
F

mc0

sin@k~L/22j!#sin@k~L/21x!#

sin~kL!
; x,j.
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Effect of phase on discomfort caused by vertical whole-body
vibration and shock—Experimental investigation

Yasunao Matsumotoa) and Michael J. Griffinb)

Human Factors Research Unit, Institute of Sound and Vibration Research, University of Southampton,
Southampton SO17 1BJ, England
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An experimental study has investigated the effect of ‘‘phase’’ on the subjective responses of human
subjects exposed to vertical whole-body vibration and shock. The stimuli were formed from two
frequency components: 3 and 9 Hz for continuous vibrations and 3 and 12 Hz for shocks. The two
frequency components, each having 1.0 ms22 peak acceleration, were combined to form various
waveforms. The effects of the vibration magnitude on the discomfort caused by the input stimuli
were also investigated with both the continuous vibrations and the shocks. Various objective
measurements of acceleration and force at the seat surface, the effects of different frequency
weightings and second and fourth power evaluations were compared with judgments of the
discomfort of the stimuli. It was found that a 6% to 12% increase in magnitude produced a
statistically significant increase in discomfort with both the continuous vibrations and the shocks.
Judgments of discomfort caused by changes in vibration magnitude were highly correlated with all
of the objective measurements used in the study. The effects on discomfort of the phase between
components in the continuous vibrations were not statistically significant, as predicted using
evaluation methods with a power of 2. However, small changes in discomfort were correlated with
the vibration dose value~VDV ! of the Wb frequency-weighted acceleration. The effect of phase
between frequency components within the shocks was statistically significant, although no objective
measurement method used in the study was correlated with the subjective judgments. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1446051#

PACS numbers: 43.40.Ng@PJR#

I. INTRODUCTION

Subjective responses, including feelings of discomfort,
are among the principal reactions to whole-body vibration
and shock. Studies of the quantitative relation between mo-
tions and subjective responses led to the frequency weight-
ings defined in British Standard 6841~1987! @e.g., Miwa
~1967!, Shoenberger and Harris~1971!, Jones and Saunders
~1972!, Griffin et al. ~1982a, b!, Corbridge and Griffin
~1986!, reviewed in Griffin ~1990!#. International Standard
2631-1 ~1997! includes frequency weightings modified
slightly from those in BS 6841, without explanation~Griffin,
1998!. The frequency weightings are applied to the accelera-
tion time history on the assumption that they represent the
dependency of human response on vibration frequency. The
mathematical definition of the frequency weightings pre-
sented in the standards gives the modulus and the phase of
the weightings. Although the moduli of the weightings were
based on the results of psychophysical studies, the phases
were determined arbitrary so as to achieve the desired
moduli using convenient filters. There has been little study of
the effect of ‘‘phase’’ on subjective responses to whole-body
vibration.

The subjective responses to simple vibratory stimuli
have been explored analytically in a separate article~Matsu-

moto and Griffin, 2002!. That study investigated continuous
vibrations and shocks formed from two frequency compo-
nents so as to investigate the effects of phase when using
alternative methods of evaluating the stimuli. The study sug-
gested suitable conditions for an experimental study. The
frequency-weighted root-mean-square~rms! acceleration and
the frequency-weighted vibration dose value~VDV ! were as-
sumed to represent the subjective reactions as defined in ISO
2631-1~1997! and BS 6841~1987!. The predicted effects on
subjective reactions of both the phase between two fre-
quency components and the phase response of the body were
investigated. The phase response of the body was assumed to
be represented by frequency weightings defined in the stan-
dards~i.e., theWk frequency weighting in ISO 2631-1 or the
Wb frequency weighting in BS 6841! or by a filter represent-
ing the apparent mass of seated subjects~Matsumoto and
Griffin, 1998!, although there is no scientific evidence for
these assumptions.

The analytical investigation showed that, for continuous
vibration, the VDV was dependent on the phase between two
frequency components in the input stimulus only when the
ratio between the frequencies of the two components was 3,
while the rms value was not altered by changing the phase
between the components in the input stimulus. For the
shocks used in the investigation, both the rms value and the
VDV were dependent on the phase between components in
the input stimulus, irrespective of the frequency ratio be-
tween the two components. An effect of the phase response
of the body, represented by the assumed frequency weight-
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ings, was observed for most input stimuli and resulted in
varying VDVs for the continuous vibrations when the fre-
quency ratio was 3, and in varying rms values and VDVs for
the shocks due to different phases within the input stimulus.
The differences in the rms and VDV calculated for continu-
ous vibrations and shocks were sufficient to be detected by
human subjects, according to previous studies of difference
thresholds for whole-body vibration by Morioka and Griffin
~2000! and Mansfield and Griffin~2000!.

An experimental study conducted by Clarkeet al.
~1965! indicates a possible dependence of subjective reac-
tions on the phase between two frequency components.
However, their experiment was conducted with very limited
conditions based on ‘‘vibration representative of low altitude
high speed flight buffeting’’~i.e., at frequencies of 1 and 2
Hz at magnitudes of about 5 and 10 ms22 rms with only two
phases between two frequency components!. There has been
no experimental evidence showing an effect of phase within
stimuli having short durations, for which the effects were
predicted to be more significant than with continuous stimuli
in the analytical study conducted by the current authors. The
predictions of the analytical investigation were tested in an
experimental study described in this article. In this study, the
subjective responses~i.e., judgments of discomfort! pro-
duced by both continuous vibration and shocks were inves-
tigated experimentally to determine the maximum effect of

phase on discomfort. The effects of the magnitude of the
stimuli on discomfort were also investigated so as to assess
the practical significance of any effects of phase.

II. METHOD

A. Input stimuli

If the alternative evaluation methods defined in ISO
2631-1 ~1997! and BS 6841~1987! ~i.e., the frequency-
weighted rms acceleration and the frequency-weighted
VDV ! represent human response to vibration and shock, the
analytical investigation described in Matsumoto and Griffin
~2002! implies that (i ) human response to continuous vibra-
tion consisting of two sinusoidal components is generally
unaffected by the phase between the two components; (i i )
however, when the frequency ratio between two components
is 3, human response to continuous vibration will be affected
by the phase, according to the VDV, but not according to the
rms; and (i i i ) the phase between two frequency components
in shock type accelerations may influence human response.
These hypotheses were investigated in an experiment in
which two types of vertical oscillatory stimuli were used:
continuous ‘‘statistically stationary’’ vibration and shock
type stimuli.

The ‘‘statistically stationary’’ stimuli were based on two
sinusoidal vibrations superimposed with different phases.
The base vibration was 20 cycles of sinusoidal acceleration
at 3 Hz having a peak amplitude of 1.0 ms22, with the first
five cycles and the last five cycles tapered by a quarter of a
sinusoidal function to avoid residual velocity and displace-
ment. For the vibration added to the base vibration, a fre-
quency ratio of 3 was used~i.e., the frequency of the second
vibration was 9 Hz! so as to investigate the different predic-
tions for the rms method and the VDV method. The ampli-
tude of the second acceleration was 1.0 ms22, the same as
that of the base acceleration. For the frequency of the base
vibration at 3 Hz, the effects of phase of theWk and theWb

frequency weightings on the VDV were greatest among the
conditions investigated in the analytical investigation~Mat-
sumoto and Griffin, 2002!. Four different phases of the sec-
ond vibration with respect to the base vibration were used:
0°, 260°, 2120° and2180°. The waveforms of the four
input accelerations used in the experiment, referred to in this
article as ‘‘stationary 1’’ to ‘‘stationary 4,’’ are presented in
Fig. 1. The rms and the VDV of each input stimulus were
calculated analytically without frequency weighting and with
the Wk frequency weighting defined in ISO 2631-1~1997!,

FIG. 1. ‘‘Stationary’’ vibrations used in the experiment. Phases between
base and added vibrations are~a! 0 degrees~Stationary 1!, ~b! 260 degrees
~Stationary 2!, ~c! 2120 degrees~Stationary 3!, and~d! 2180 degrees~Sta-
tionary 4!, respectively.

TABLE I. Unweighted and weighted rms and VDV obtained analytically for ‘‘stationary’’ accelerations~sta-
tionary 1–4! used in the experiment.~Unwght: unweighted;Wk : Wk frequency weighting in ISO 2631-1
~1997!; Wb : Wb frequency weighting in BS 6841~1987!; A.M.: apparent mass filter defined in Matsumoto and
Griffin ~2002!.

Stimulus
no.

Phase
~degrees!

rms (ms22) VDV (ms21.75)

Unwght Wk Wb A.M. Unwght Wk Wb A.M.

1 0 0.866 0.778 0.721 0.882 1.68 1.64 1.50 1.69
2 260 0.866 0.778 0.721 0.882 1.74 1.66 1.50 1.83
3 2120 0.866 0.778 0.721 0.882 1.84 1.62 1.46 1.90
4 2180 0.866 0.778 0.721 0.882 1.88 1.56 1.42 1.85
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with theWb frequency weighting defined in BS 6841~1987!,
and with the ‘‘apparent mass filter’’ defined in Matsumoto
and Griffin ~2002!. These values are tabulated in Table I and
were used as the target values for the input stimuli in the
experiment. The rms values were calculated over the full
duration of each exposure. It can be seen in the table that the
frequency weightings changed the order of the VDV among
the four stimuli, due to the phase responses of the weight-
ings, assumed to represent the phase responses of human
subjects.

The shock stimuli consisted of two acceleration compo-
nents based on tapered one-and-half-sine waveforms, as
shown in Fig. 2. The base shock was generated from a 3-Hz
sinusoidal vibration at an amplitude of 1.0 ms22. The added
shock was based on a 12-Hz sinusoidal acceleration~i.e., a
frequency ratio of 4! at an amplitude of 1.0 ms22. For this
combination of frequency, the effects of phase of theWk and
the Wb frequency weightings on the VDV were greatest
among the conditions investigated in the analytical investi-
gation ~Matsumoto and Griffin, 2002!. Six different phases,
or time delays, were used to combine the two acceleration
components: normalized delays of 0, 0.1, 0.2, 0.3, 0.4 and
0.5 @i.e., 0 corresponded to the two components beginning
simultaneously, whereas 0.5 corresponded to the peaks of the
two components occurring simultaneously; see Matsumoto

and Griffin~2002!#. The waveforms of the six shocks used in
the experiment, referred to in this article as ‘‘shock 1’’ to
‘‘shock 6,’’ are shown in Fig. 2. The unweighted and
weighted rms and VDV for each shock stimulus obtained
analytically are tabulated in Table II. The rms values were
calculated over a duration of 0.5 s. It can be seen in the table
that the phase response of theWk andWb frequency weight-
ings caused the weighted VDV of shock 5 to be greater than
the weighted VDV of shock 6.

B. Design, procedure and analysis

For each subject, a single session included four experi-
ments. Two experiments were designed to investigate the ef-
fect of phase between two frequency components with either
the stationary vibration or the shocks~i.e., the waveform
effect!. In the other two experiments, judgments of the rela-
tive discomfort caused by stimuli having a common wave-
form but different magnitudes were obtained for both the
stationary vibrations and the shocks~i.e., the magnitude ef-
fect!, so as to obtain some quantitative indication of the prac-
tical significance of the effect of waveform on discomfort in
terms of the change in discomfort with a change in the mag-
nitude of vibration or shock.

A modified Scheffe’s method of paired comparison was
employed to determine the relative discomfort caused by the
different input stimuli~Noro et al., 1973!. When a group of
subjects, S1 ,S2 ,...,SN , evaluate a group of stimuli,
A1 ,A2 ,...,AM , a discomfort score,xqrs , assigned to the pair
of stimuli having the order of@Aq ,Ar # by the subjectSs was
assumed to be the following structure:

xqrs5~aq2a r !1~aqs2a rs!1gqr1~d1ds!1«qrs .
~1!

Here, aq is the average effect of the stimulusAq , or the
average discomfort score assigned to the stimulusAq , with
the assumption that(qaq50; aqs is the individual differ-
ence in the discomfort score, that is, the difference between
the discomfort score assigned to the stimulusAq by the sub-
ject Ss and the average discomfort scoreaq , with the as-
sumption that(qaqs50 and(saqs50. gqr is the effect of
the combination with the assumption that( rgqr50 and
gqr52g rq . d is the average effect of the order within a pair
andds is the individual difference in the order effect with the
assumption that(sds50. «qrs is the error that has an equal

FIG. 2. Shock stimuli used in the experiment. Normalized delays of added
shock with respect to base shock are~a! 0 ~Shock 1!, ~b! 0.1 ~Shock 2!, ~c!
0.2 ~Shock 3!, ~d! 0.3 ~Shock 4!, ~e! 0.4 ~Shock 5!, and ~f! 0.5 ~Shock 6!,
respectively.

TABLE II. Unweighted and weighted rms and VDV obtained analytically for shock accelerations~shocks 1–6!
used in the experiment.~Nrmlz delay: normalized delay; Unwght: unweighted;Wk : Wk frequency weighting in
ISO 2631-1~1997!; Wb : Wb frequency weighting in BS 6841~1987!; A.M.: apparent mass filter defined in
Matsumoto and Griffin~2002!.

Stimulus
no.

Nrmlz
delay

rms (ms22) VDV (ms21.75)

Unwght Wk Wb A.M. Unwght Wk Wb A.M.

1 0 0.555 0.449 0.408 0.681 0.562 0.443 0.407 0.709
2 0.1 0.542 0.431 0.390 0.652 0.553 0.423 0.382 0.680
3 0.2 0.542 0.428 0.386 0.642 0.558 0.432 0.397 0.653
4 0.3 0.556 0.442 0.399 0.667 0.568 0.510 0.490 0.655
5 0.4 0.575 0.462 0.418 0.704 0.685 0.611 0.567 0.779
6 0.5 0.583 0.471 0.426 0.721 0.770 0.568 0.510 0.831
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average value for each pair of stimuli having an order and is
assumed to have the normal distribution.

In the two experiments investigating the magnitude ef-
fect, the waveform of the stationary vibration shown in Fig.
1~d! and the waveform of the shock shown in Fig. 2~f! were
used. Five magnitudes were employed, with each magnitude
6% greater than the magnitude at one level lower. These
fractional changes in the stimulus magnitude were based on
previous studies of difference thresholds by Mansfield and
Griffin ~2000! and Morioka and Griffin~2000!; these inves-
tigations found that difference thresholds for seated subjects
exposed to whole-body vertical vibration were consistent
with Weber’s law. The middle level of magnitude used for
the two experiments investigating the effect of input magni-
tude was set to be comparable to the median magnitude of
the input stimuli used to investigate the waveform effect. The
target unweighted VDVs used in the two experiments were
1.60, 1.70, 1.80, 1.91, and 2.02 ms21.75 for the stationary
vibrations and 0.600, 0.636, 0.674, 0.715, and 0.757 ms21.75

for the shocks.
In the two paired comparison experiments investigating

the phase effect, there were four stationary vibration stimuli
and six shock stimuli, giving 12 pairs of stationary vibration
stimuli and 30 pairs of shock stimuli, including pairs with
both orders of presentation. In the two studies of the magni-
tude effect, there were 20 pairs for both the stationary vibra-
tion and the shock stimuli. A total of 82 paired comparisons
were judged by each subject in a single session lasting about
75 min, including a break for about 5 min. For each paired
comparison, a series of two different stimuli, separated by an
interval of 2 s, were presented. A subject judged the discom-
fort caused by the second stimulus relative to the discomfort
caused by the first stimulus in terms of category numbers, or
words, as presented in Table III. If the subject responded by
a number, the experimenter confirmed the response by re-
peating the words corresponding to the category. In a pre-
liminary experiment conducted prior to the experiment de-
scribed in this article, subjects tended to be biased in favor of
judging the second stimulus more uncomfortable than the

first stimulus. A series of two pairs of stimuli was, therefore,
presented before obtaining a judgment so as to reduce this
order effect. The orders of the four experiments, and the
order of presentation of pairs within each experiment, were
randomized between subjects. Analysis of variance was con-
ducted on the results of the paired comparison experiments
for the subjects considered in three groups: all 20 subjects, a
subgroup of ten male subjects and a subgroup of ten female
subjects. Average discomfort scores of the input stimuli were
also calculated. The analysis procedure is explained by Noro
et al. ~1973! in the Japanese language and also summarized
by Ebe~1998! in the English language. A lower score means
more discomfort if the analysis described by Noroet al.
~1973! is applied to the results from the scale presented in
Table III. The scores presented in this article were obtained
by multiplying original scores by21 so that a higher score
corresponds to more discomfort. This does not distort any
conclusions derived from the analysis presented in this ar-
ticle since only linear calculations are used.

C. Subjects and apparatus

Twenty subjects, ten males and ten females, participated
in the experiment. The ages, heights and weights of the sub-
jects are summarized in Table IV. The subjects were seated
on a flat rigid seat secured to the platform of a 1-m stroke
vertical electro-hydraulic shaker in the Institute of Sound and
Vibration at the University of Southampton. The subjects
were asked to sit in a comfortable upright posture with their
hands on their laps and avoid any unnecessary movements.
There was no backrest or footrest~i.e., the feet were allowed
to hang freely! so that subjects would judge discomfort
caused by input stimuli transmitted from the seat surface
only. The subjects were asked to keep their eyes open and
look straight ahead. The subjects were required to wear a
loose fitting lap belt for safety reason. The shaker platform,
1.530.9 m2, was surrounded by stationary walls such that
the subjects did not have a distant external view.

The acceleration of each stimulus was measured by a
piezo-resistive accelerometer, Entran EGCSY-240D-10, at-
tached to the shaker platform beneath the center of the seat
surface. The force at the seat surface was measured by a
force plate, Kistler 9281B, with mass cancellation applied to
the measured values so as to compensate for the moving
mass of the force plate. The accelerations and forces were
used to investigate the relation between the subjective re-
sponse obtained in the paired comparison method and the
dynamic response of subjects in relation to the apparent mass
filter mentioned above. The root-mean-square value and the
accumulated fourth power~similar to the VDV of the accel-

TABLE III. Scale used by subjects in paired comparison to judge relative
discomfort of the second stimulus to the first stimulus.

DISCOMFORT caused by stimulus

13 2nd VERY MUCH MORE than 1st
12 2nd DEFINITELY MORE than 1st
11 2nd SLIGHTLY MORE than 1st

0 2nd THE SAME as 1st
21 2nd SLIGHTLY LESS than 1st
22 2nd DEFINITELY LESS than 1st
23 2nd VERY MUCH LESS than 1st

TABLE IV. Characteristics of subjects.

Male Female

Mean Minimum Maximum Mean Minimum Maximum

Age ~yr! 27 18 34 25 20 34
Height ~m! 1.78 1.68 1.88 1.66 1.58 1.82
Weight ~kg! 74 61 87 58 49 76
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eration! were calculated for the measured force, without fre-
quency weighting.

III. RESULTS

A summary of the analyses of variance conducted on the
results of the four experiments with paired comparisons us-
ing 20 subjects are provided in Table V. The primary effect
~i.e., the differences between the input stimuli! was statisti-
cally significant in all experiments~p,0.01!, except for the
effect of phase on subjective responses to the statistically
stationary vibration: judgments of discomfort caused by the
four vibration stimuli shown in Fig. 1 were not significantly
different from each other. However, for ten male subjects,
there was a statistically significant difference between judg-
ments of discomfort caused by the four vibrations shown in
Fig. 1 ~p,0.05!, although the data are not presented here.
There were no significant effects caused by the combination
of stimuli, but the order of presentation of stimuli was sig-
nificant for both the stationary vibration~p,0.01! and for
the shocks~p,0.05!. The subjects tended to judge the sec-
ond stimulus to cause more discomfort than the first stimu-
lus, as in the preliminary study, even though a series of two
pairs of stimuli was presented so as to minimize this order
effect.

The averages of the subjective judgments for each input
stimulus are shown in Fig. 3, where a higher score corre-
sponds to more discomfort. The statistical significance of
differences between scores shown in Fig. 3 is presented for
each experiment in Table VI. The statistical significance was
obtained from the differences in scores required for statistical
significance levels of 0.01 and 0.05@i.e., by yardsticks, see
Noro et al. ~1973!#, which are also shown in Table VI. It can
be observed that the subjects gave significantly different
judgments for pairs of stimuli having a common waveform

but a magnitude difference of 6%@p,0.01, Tables VI~a! and
~c!, and Figs. 3~a! and ~c!#. This is observed more clearly
when the subjects were exposed to the stationary vibrations
than when exposed to the shocks.

For the stationary vibrations with different phases be-
tween two frequency components, there was no statistically
significant difference in discomfort caused by the four
stimuli @Table VI~b! and Fig. 3~b!#. This is predicted by the
rms values of the stimuli as shown in Table I. For the shock
stimuli, the phase between two frequency components influ-
enced subjective judgments: shocks 1 and 2~i.e., shocks with
normalized delays of 0 and 0.1! caused more discomfort than
shocks 3–6~i.e., shocks with normalized delays of 0.2–0.5!
@p,0.01, Table VI~d! and Fig. 3~d!#. Shock 6 caused less
discomfort than shocks 1 and 2, although both the rms and
VDV of shock 6 were greater than those of shocks 1 and 2,
as shown in Table II.

The average scores representing discomfort caused by
the stimuli were normalized by dividing the scores by the
corresponding yardstick for a significance level of 0.01 for
each experimental result. A difference in the normalized av-
erage scores of unity was taken to indicate that the difference
between two scores was statistically significant at a level of
0.01. Results from different experiments have been com-
pared using the normalized scores. Figure 4 compares the
normalized average discomfort scores for stimuli having dif-
ferent waveforms with those for stimuli of the same wave-
form but with different magnitudes. For the stationary vibra-
tions, the differences in discomfort caused by the different
waveforms employed here~i.e., with different phases be-
tween two components! were less than the differences in
discomfort caused by two input stimuli having a magnitude
difference of 6%@Fig. 4~a!#. For the shock type inputs, the
differences between the discomfort caused by shock 1 and

TABLE V. Summary of analysis of variance on paired comparison experiments with 20 subjects obtained by
modified Scheffe’s method.

Effect
Sums of
squares

Degrees of
freedom Variance F-ratio Significance

Stationary, magnitude
Primary 231 4 57.9 86.1 p,0.01
Combination 2.02 6 0.337 0.500 not significant
Order 69.2 10 6.92 10.3 p,0.01
Error 255 380 0.672

Stationary, phase
Primary 4.21 3 1.40 1.78 not significant
Combination 2.19 3 0.730 0.925 not significant
Order 39.7 6 6.62 8.39 p,0.01
Error 179.9 228 0.789

Shock, magnitude
Primary 118 4 29.4 47.1 p,0.01
Combination 2.11 6 0.352 0.563 not significant
Order 13.0 10 1.30 2.08 p,0.05
Error 237 380 0.624

Shock, phase
Primary 126 5 25.3 29.9 p,0.01
Combination 5.49 10 0.55 0.650 not significant
Order 22.5 15 1.50 1.77 p,0.05
Error 482 570 0.845
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FIG. 3. Average score of each stimu-
lus in the four experiments. A higher
score means more discomfort.~a! Ef-
fect of magnitude of stationary vibra-
tion, ~b! effect of phase of stationary
vibration, ~c! effect of magnitude of
shock, and ~d! effect of phase of
shock. In~a! and~c!, a smaller number
in the label of the horizontal axis cor-
responds to the stimulus at less physi-
cal magnitude. In~b! and~d!, stimulus
numbers shown in Tables I and II are
used in the label of the horizontal axis.

TABLE VI. Statistical significance of differences between scores for each experiment. Yardsticks for signifi-
cance levels of 0.01 and 0.05~i.e., Y0.01 andY0.05! are also shown.~** : p,0.01; * : p.0.05!.

~a! Stationary, magnitude
Y0.01:0.273 1 2 3 4 5
Y0.05:0.227 20.690 20.335 0.000 0.365 0.660

1 20.690 20.355** 20.690** 21.055** 21.350**
2 20.335 20.335** 20.700** 20.995**
3 0.000 20.365** 20.660**
4 0.365 20.295**
5 0.660

~b! Stationary, phase
Y0.01:0.316 1 2 3 4
Y0.05:0.259 0.075 0.069 20.019 20.125

1 0.075 0.006 0.094 0.200
2 0.069 0.088 0.194
3 20.019 0.106
4 20.125

~c! Shock, magnitude
Y0.01:0.263 1 2 3 4 5
Y0.05:0.219 20.500 20.150 20.050 0.165 0.535

1 20.500 20.350** 20.450** 20.665** 21.035**
2 20.150 20.100 20.315** 20.685**
3 20.050 20.215 20.585**
4 0.165 20.370**
5 0.535

~d! Shock, phase
Y0.01:0.289 1 2 3 4 5 6
Y0.05:0.243 0.521 0.271 20.092 20.225 20.167 20.308

1 0.521 0.250* 0.613** 0.746** 0.688** 0.829**
2 0.271 0.363** 0.496** 0.438** 0.579**
3 20.092 0.133 0.075 0.217
4 20.225 20.058 0.083
5 20.167 0.142
6 20.308
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the discomfort caused by shocks 3–6 correspond to the dif-
ferences in discomfort caused by two shocks with a magni-
tude difference of about 12% to 19%@Fig. 4~b!#.

Several objective measurements mentioned in Sec. II are
compared with the average discomfort scores in Fig. 5~for
the stationary vibrations! and in Fig. 6~for the shocks!. The
objective measurements presented in Figs. 5 and 6 are the
rms and the VDV of unweighted acceleration, the rms and
the VDV of theWk frequency-weighted acceleration, the rms
and the VDV of theWb frequency-weighted acceleration, the
rms and the VDV of the acceleration frequency-weighted by

the apparent mass filter, and the rms and the accumulated
fourth power~referred to as VDV! of the force measured at
the seat surface. For the continuous vibrations, the actual
acceleration levels were some 15% less than the target val-
ues. However, the differences in magnitudes were systematic
and do not affect the findings. The force measurements were
divided by the mass of each subject before obtaining the rms
and the VDV of the force, so that the units of the resulting
values were the same as those for the acceleration. It can be
observed in Figs. 5~a! and ~b! and 6~a! and ~b! that all ob-
jective measurements used here might be considered to rep-
resent the subjective judgment reasonably when the magni-
tude of an input stimuli having a common waveform was
changed, for both the stationary vibrations and the shocks:
the discomfort caused by an input stimulus increased with
value for all objective measurements. However, such simple
relations were not found when different waveforms were
used, either with the stationary vibrations or the shocks
@Figs. 5~c! and~d! and 6~c! and~d!#: an increased discomfort
score did not necessarily correspond to higher objective mea-
sures.

The associations between subjective responses and the
objective measures shown in Figs. 5 and 6 were investigated
by calculating Kendall’stb correlation coefficients. A one-
tailed correlation was used because it was predicted that dis-
comfort would increase with increased vibration magnitude.
For the experiments with stationary vibrations and shocks
having a common waveform at different magnitudes, the
Kendall’s tb correlation coefficients between the average
subjective scores and all ten objective measures were 1.0 at
p,0.01 ~i.e., the rank order of subjective judgments was
correctly predicted by all objective measures!. For the sta-
tionary vibrations with different waveforms, the Kendall’stb

correlation coefficient was positive and marginally signifi-
cant atp,0.1 for correlations between the average discom-
fort score and two objective measures: theWb weighted
VDV ~tb50.667, p50.087! and the rms obtained by nor-
malized force at the seat surface~tb50.667,p50.087!. For
the shocks with different waveforms, there were no positive

FIG. 4. Normalized average scores for the stationary vibrations and shocks.
Comparison between magnitude effect and phase effect~M: magnitude; P:
phase!.

FIG. 5. Comparison between average discomfort scores and objective mea-
surements for stationary vibrations.~a!, ~b! magnitude effect;~c!, ~d! phase
effect. Keys in ~a! and ~c!: L, unweighted rms acceleration;s, Wk

weighted rms acceleration;n, Wb weighted rms acceleration;3, apparent
mass filter weighted rms acceleration;* , rms of normalized force. Keys in
~b! and~d!, L, VDV of unweighted acceleration;s, VDV of Wk weighted
acceleration;n, VDV of Wb weighted acceleration;3, VDV of apparent
mass filter weighted acceleration;* , VDV of normalized force.~Normalized
force was obtained by dividing the measured force by subject mass.!

FIG. 6. Comparison between average discomfort scores and objective mea-
surements for shocks.~a!, ~b! magnitude effect;~c!, ~d! phase effect. Keys
are the same as those in Fig. 5.
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and statistically significant correlations between the average
discomfort scores for any of the objective measures.

IV. DISCUSSION

The judgments of discomfort caused by stimuli having a
common waveform were significantly increased by 6% in-
creases in the magnitudes of the stimuli~p,0.01!. This was
found with each 6% increase for the stationary vibrations,
and with only two of the four 6% increases with the shock-
type stimuli @see Tables VI~a! and ~c!, and Fig. 4#. This im-
plies that the group of subjects perceived a 6% difference
between stimuli when the waveforms were the same. It also
implies that the subjects more easily detected a difference in
the magnitude of the continuous motions than the short tran-
sient motions.

For the statistically stationary stimuli having the wave-
forms shown in Fig. 1~d!, the average discomfort scores for
different magnitudes were well correlated with all objective
measures, including the objective measures defined in the
standards and the measures based on the force at the seat
surface. All objective measures employed here might, there-
fore, be considered to represent the relative discomfort
caused by such vibrations having a common waveform but
different magnitudes.

For the stationary vibrations having different wave-
forms, arising from different phase relationships between
two fixed components, the differences in discomfort were not
statistically significant. This is as predicted when using the
rms accelerations of the waveforms, which were the same
~see Table I!. However, none of the rms measures showed a
statistically significant correlation with the average discom-
fort scores@Fig. 5~c!#. The VDVs of stationary vibrations
having different waveforms, with and without frequency
weightings, show a difference of between 5.6% and 12%
~see Table I!. If differences in VDV greater than 6% produce
significant differences in discomfort, as observed for the sta-
tionary vibrations of different magnitude having a common
waveform, differences in the unweighted VDV of about 12%
would be expected to be reflected in subject judgments. The
absence of differences in the discomfort scores seems incon-
sistent with these changes in the unweighted VDVs. How-
ever, differences of about 6% in theWk weighted VDV and
the Wb weighted VDV might have been too small to cause
statistically significant differences in the discomfort scores. It
was interesting that although the differences between the
four stimuli were not statistically significant, theWk

frequency-weighted VDV and theWb frequency-weighted
VDV were lowest for ‘‘stationary 4,’’ which was judged by
the subjects to cause the least discomfort@see Fig. 5~d!#. The
Wb frequency-weighted VDV was almost the same for ‘‘sta-
tionary 1’’ and ‘‘stationary 2,’’ to which similar average
scores were given by the subjects@Figs. 3~b! and 5~d!#. A
statistically significant correlation was found between the av-
erage discomfort score and theWb frequency-weighted VDV
for the stationary vibrations with different waveforms@p
,0.1, Fig. 5~d!#. Therefore, although the unweighted VDV
calculated from the input acceleration did not represent the
discomfort caused by the stationary vibrations with different

waveforms, theWb frequency-weighted VDV did represent
the feeling of subjects.

Clarke et al. ~1965! showed that, for continuous vibra-
tion consisting of a base frequency component at frequencies
of 1 or 2 Hz and its third harmonic superimposed with a
phase of 0 or 180 degrees, the subjects reported greater se-
verity with the phase between two components at 180 de-
grees~i.e., with a greater peak acceleration!. This finding is
inconsistent with the results in this article: the discomfort
score for the continuous vibration with the phase at 0 degrees
~‘‘stationary 1’’! tended to be greater than the discomfort
score for the vibration with the phase at 180 degrees ‘‘sta-
tionary 4’’ @Fig. 3~b!#, although the difference was not statis-
tically significant. Clarkeet al. ~1965! used input stimuli
with five or ten times greater magnitudes~i.e., about 5 and
10 ms22 rms! than those in this study and the frequencies of
their input stimuli were far lower~i.e., 1 and 2 Hz!. There are
a variety of possible reasons for their results differing from
those of the present study with lower vibration magnitudes,
higher vibration frequencies and different seating and re-
straint conditions.

The average discomfort scores obtained with different
magnitudes of the shock were highly correlated with all ob-
jective measures@Figs. 6~a! and~b!#. This is not inconsistent
with previous findings that the discomfort caused by impul-
sive whole-body vibration is more highly correlated with
measures based on a power of 4~e.g., VDV! than a power of
2 ~e.g., rms! ~Griffin and Whitham, 1980; Howarth and Grif-
fin, 1991!. These previous studies explored stimuli having
different durations as well as different magnitudes whereas
the stimuli used in this study had variations in magnitude but
the same duration.

For the shocks having different waveforms~produced by
different phases between the two frequency components!,
none of the objective measures employed were correlated
with the average discomfort scores@Figs. 6~c! and ~d!#. The
subjects judged there was more discomfort caused by shocks
1 and 2@Figs. 2~a! and~b!# than by shocks 3–6@Figs. 2~c!–
~f!# as shown in Table VI~d! and Fig. 3~d!, even though
shocks 1 and 2 had relatively low rms and VDV compared to
the others~Table II!. Some subjects mentioned they experi-
enced more discomfort because they felt two consecutive
bumps with shocks 1 and 2, compared to feeling only one
shock for the other stimuli. The number of shocks perceived
by the subject may have been a significant factor when the
discomfort caused by the shocks used in this experiment was
judged.

Whether a subject felt two shocks or one will have de-
pended on the time interval between the occurrences of the
peak accelerations of two frequency components. It will also
have depended on the ‘‘phase response’’ of the subject,
which might depend on various characteristics of the human
response to such mechanical stimuli. On the assumption that
this ‘‘phase response’’ exists, suppose the peak accelerations
of two frequency components@f 5 f 1 , f 2(Hz)( f 1, f 2)# occur
at t5t1(s) andt5t2(s) ~t1.t2 in the experiment!. The time
lag between the peak acceleration that the subject perceives,
t1 , could be expressed as
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t l5t12t22tp , ~2!

tp5~f1 / f 12f2 / f 2!/~2p!. ~3!

Here, the phase response of a subject atf 1(Hz) and f 2(Hz)
are represented asf1 andf2 ~in radians!, respectively.tp in
Eqs. ~2! and ~3! corresponds to the effect of the phase re-
sponse of a subject on the time lagt l . For example, assum-
ing the phase of theWk frequency weighting in ISO 2631-1
~1997! represents the phase response of the human subjects
and substituting@ f 1 f 2#5@3 12#, as used in the experi-
ment, and the corresponding phases of theWk frequency
weighting @f1 f2#5@0.605820.7787# into Eq. ~2!, then
tp50.0425(s) will be obtained. Thistp corresponds to more
than half of the period of the 12-Hz frequency component,
0.0833 s. The value oftp50.0425~s! in Eq. ~2! means that
the phase response of a subject reduces the time lag between
two frequency components by 0.0425 s, which may make it
more difficult for a subject to perceive two shock compo-
nents separately. This effect might be observed in the experi-
mental results here for shock 3 shown in Fig. 2~c! for which
most subjects might have perceived only one shock although
two separate acceleration peaks can be clearly seen in the
acceleration waveform. This may illustrate the importance of
the phase response of the human subjects in the evaluation of
shocks as used in this study. The above illustration assumes
that the relative phase of theWk frequency weighting be-
tween 3 and 12 Hz represents the relative phase response of
the human subjects, even though it is recognized that the
phase ofWk was selected arbitrarily without reference to
human responses.

V. CONCLUSIONS

For input stimuli having a common waveform, increases
in the discomfort of seated subjects have been observed with
a 6% increases in the magnitude of continuous vibrations and
with 6% to 12% increases in the magnitude of shocks. These
increases were correlated with all objective measures involv-
ing acceleration or force at the seat surface investigated in
the study. For continuous vibrations, although changes in the
phase between two frequency components did not cause sta-
tistically significant overall changes in discomfort~as pre-
dicted by the rms measures used in this study!, the VDV of
the Wb frequency-weighted acceleration showed a statisti-
cally significant correlation with ratings of discomfort. For
shocks, the phase between two frequency components in the
shocks affected judgments of discomfort, although there was
no correlation between the discomfort caused by the shocks
and the evaluations obtained by any of the measures used in
the study, including the evaluation methods defined in cur-
rent standards. Subjects thought that the number of shocks

they perceived might be one of the factors affecting their
reactions to the shocks. It is shown that the phase response of
subjects could influence the perception of the number of
shocks.
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Impulse backscattering measurements by a thick-walled finite cylindrical shell are examined in the
time-frequency domain to identify and characterize individual ray contributions from generalized
Lamb waves excited on the shell. Previous experiments and analysis in the frequency-aspect angle
domain @S. F. Morse et al., J. Acoust. Soc. Am.103, 785–794 ~1998!# indicate that large
backscattering enhancements occur in the midfrequency region for the shell tilted at large angles.
Presently this experimental data is examined in the time-frequency domain for selected angles of
incidence. Individual ray contributions are evident and their evolution over aspect angle is
discussed. The most prominent contribution is due to the meridional ray of thea0 leaky Lamb wave.
This feature distinctly highlights the truncation of the shell and is found over a range of aspect
angles spanning 200° for the frequencies examined. Also observed are periodic features
corresponding to end-reflected helical waves of thea02 . These scattering features are significantly
different from those reported for thin-walled finite cylinders at low frequencies. The present results
may be useful for target identification and localization and as a comparison tool for high-frequency
computational scattering models. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1448518#

PACS numbers: 43.40.Rj, 43.30.Gv, 43.20.Fn@ANN#

I. INTRODUCTION

The acoustic backscattering from simple finite cylindri-
cal shells has been shown to be enhanced over regions of
aspect-angle frequency space.1–7 The enhancements
reported4,5 occurred near and above the coincidence fre-
quency for thick, hollow bluntly-truncated steel cylindrical
shells submerged in water. The mechanism responsible for
the enhancements is the excitation and subsequent radiation
of a meridional ray of the supersonica0 ~quasi-flexural
mode! leaky Lamb wave. The meridional ray propagates in
the axial direction along the meridian of the cylinder~see
Fig. 1, paths EGHBI and FHBI! and is launched when the
aspect angle of the cylinder is near the leaky wave coupling
angle, given byg'u l[sin21(c/cl), which is dependent on
the phase velocitycl of the leaky wave. The backscattered
levels are larger than one may expect from the scattering by
a curved shell because the wavefront radiated by the leaky
wave has a vanishing Gaussian curvature even at oblique
incidences. A ray model has been shown to describe this
enhancement for infinite cylindrical shells5,8 and for Ray-
leigh waves on infinite and finite solid cylinders.3,9

In this paper an analysis of the scattering response for
the thick-walled cylinder in Ref. 4 is made in the time and
time-frequency domain for the full range of scattering aspect
angles. The time-frequency analysis is used to identify and
characterize thea0 meridional enhancement with respect to
other features which have already been examined by other
authors. A brief analysis is made of the contribution to the

scattering by helical surface waves identified as the subsonic
a02 ~Scholte–Stoneley type!.

Time and joint time-frequency domain analysis can be
useful in understanding the relevant mechanisms which con-
tribute to the overall scattering. This is especially true for the
case of a finite cylindrical shell, where the nature of the
scattering is highly dependent on the tilt angle of the cylin-
der, on the cylinder end conditions and the frequency. For a
thick-walled finite cylindrical shell Bao10 identified the scat-
tering due to various guided waves in the time domain and
studied their progression as the cylinder tilt angle was in-
creased from broadside aspect to 24 degrees tilt. More re-
cently Touraineet al.11 have examined the time domain re-
sponse for extra thin shells having hemispherical endcaps.
Haumesseret al.12 studied the response of the lowest order
guided waves for a bluntly truncated thin-walled shell over a
broad range of frequencies and for various cylinder lengths.
In both Ref. 11 and Ref. 12 when the scattering response due
to the endcaps is neglected, the examination is limited to the
range of aspect angles within 30 degrees of broadside inci-
dence. Within this range of angles and frequencies the sur-
face waves excited on the shell correspond to helical waves
of the lowest order quasicompressional,s0 , quasishear,T0 ,
and Scholte–Stoneley type,a02 waves~although thea02 is
not present for the extra thin shell in Ref. 11!. For the aspect-
angle frequency domain the scattering response of thes0 and
T0 is discussed by Rumerman.13 In the time domain Refs. 11
and 12 find good agreement between experiment and pre-
dicted echo arrival times for thes0 andT0 helical waves.

In this paper the scattering due to thea0 anda02 waves
are investigated in the joint time-frequency domain. This
analysis enables the identification of individual ray compo-

a!Present address: Division of Computer Science, Western Oregon Univer-
sity, 345 North Monmouth Avenue, Monmouth, OR 97361.
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nents and allows for the separation of the scattering response
for different wave types. Time-frequency methods have
proven useful in understanding the complex scattering re-
sponse from submerged elastic targets.14,15Additional analy-
sis of the time-frequency response has been used to deter-
mine the velocity dispersion of various Lamb waves.16,17The
time-frequency response can also be valuable in target clas-
sification algorithms.18,19 It may also be noted that the
present identification of midfrequency scattering mecha-

nisms for the noncanonical finite cylindrical shell may be of
use in validating high frequency computational methods such
as is found in Ref. 20.

II. EXPERIMENT

Impulse backscattering measurements were carried out
in a large water tank with the configuration detailed in Fig. 1.
A detailed description of the experiment may be found in
Ref. 4, with two modifications noted below. The shell is
constructed of stainless steel~type 304! with the following
dimensions, and has flat plexiglas endcaps:b/a50.924, a
519.05 mm, L/a512.0, wherea and b are the outer and
inner radii, respectively, andL is the cylinder length. In the
present experiment the source, a large planar sheet of PVDF,
is driven with a short unipolar electrical pulse. Previously a
step voltage was used. Appendix A gives a brief discussion
of the source in the present configuration. The center of the
cylinder is positioned 1.55 m from the receiver.

The unprocessed time domain scattering response is
shown in Fig. 2 as a function of the angle of the incident
sound. Broadside incidence corresponds to 0 degrees. The
arrows at left indicate the tilt angles selected for time-
frequency analysis in Fig. 3. The overlaid solid black curves
labeledtA2tD indicate the expected return times for direct
propagation from the source to the four furthest extents of
the cylinder in its plane of rotation~henceforth referred to as
corners! and back to the receiver. They are calculated with
respect to the specular reflection measured at broadside inci-
dence; expressions are given in Appendix B. These curves
give a convenient reference for comparing actual scattering
returns and also highlight the simple diffraction by the cyl-
inder and earliest portions of scattering by the endcaps. The
dashed magenta curves are the predicted echo arrival times
for helical waves of thea02 ~see below and Appendix B for
a brief discussion of this response!.

FIG. 1. Diagram of experimental setup showing meridional ray path and
notation for echo return expressions.

FIG. 2. Measured impulse response time series after clutter subtraction. Broadside incidence corresponds tog50°. The linear color scale represents a
logarithmic scale where red is positive high voltage@1→~1!0 dB#, blue is negative high voltage@21→~2!0 dB#, and white corresponds to low levels~250
dB!. The overall scale is relative to the peak signal observed. The solid black lines indicate the expected arrival times at the receiver of pulses travelling from
the source to each of the four ‘‘corners’’ of the cylindrical shell directly through the water. Dashed magenta lines are the calculated arrival times for the first
six helical waves of the subsonica02 . Arrows at left indicate the angles selected for time-frequency analysis.
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The scattering response within 35 degrees of broadside
incidence is consistent with scattering by a cylindrical
shell.10,13,21–24The complicated overlapping echoes in this
region primarily correspond to the response of helical quasi-
compressional (s0) and quasi-shear (T0) surface waves
which are reflected from the truncation of the cylinder most
distant from the source. The response for tilt angles greater
than 35 degrees, and hence greater than both the compres-
sional and shear wave cutoff angles~g'16.5 and 28.2 de-
grees, respectively! is the focus of this paper. It is primarily
in this region that we apply simple time-frequency represen-
tations of the response at selected angles in order to identify
and characterize the observed echoes.

III. TIME-FREQUENCY ANALYSIS

The scattering response in Fig. 2 is composed of over-
lapping echoes corresponding to different physical mecha-
nisms. At each tilt angle a time-frequency representation was
made of the echo response. Six particular angles were se-

lected which highlight the scattering mechanisms under in-
vestigation; these are shown in Figs. 3~a!–~f!. For the present
analysis the simplest time-frequency representation, the short
time Fourier transform~STFT! or spectrogram,25 was found
sufficient to separate the features of interest. Greater preci-
sion could be obtained for a parameter of interest~either time
or frequency! by modifying the length or shape of the win-
dow function in the calculation of the STFT or an altogether
different time-frequency representation could be
employed.25,17

For each STFT in Fig. 3 the original time record~top!
and the full un-windowed Fourier transform~right! are dis-
played. The STFT displays the energy density spectrum of
the signal on a dB scale where 0 dB corresponds to the peak
in the energy density spectrum at broadside incidence. Each
STFT in Fig. 3 has the same normalization. A 40ms Black-
man window was employed in the calculation. The fre-
quency response of the source and receiver system has been
removed by dividing the result of the STFT at each time step

FIG. 3. Magnitude of the short time Fourier transform of the measured scattering response at selected angles.~a! g50°, ~b! g540°, ~c! g544°; ~d! g552°,
~e! g571.2°,~f! g590°. For each spectrogram the raw time series data~top! and its associated un-windowed FFT~right! are shown as well. The vertical white
line corresponds to the time for a pulse travelling directly through the water from the source to the nearest rear corner of the cylinder~labeledB andtB in Figs.
1 and 2, respectively! to reach the receiver. The magenta lines in~b! correspond to thea02 helical wave echos from Fig. 2.
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by the magnitude of the spectrum of the incident acoustic
pulse~see Fig. 5!. The vertical white line marks the time of a
direct echo from the nearest rear corner~cornerB in Fig. 1
and timetB in Fig. 2!.

Figure 3~a! shows the response at broadside incidence.
The initial broadband echo corresponds to the specular re-
flection. Following this in time by about 25ms is another
broadband echo resulting from the first circumnavigation of
thea0 leaky Lamb wave. Just after thea0 echo near 130 kHz
is the large first circumnavigation of thea02 leaky Lamb
wave commonly referred to as the coincidence frequency or
midfrequency enhancement. Near this same frequency and
repeating at intervals of about 60ms are subsequent circum-
navigations of thea02 . For a detailed analysis of the scat-
tering at broadside incidence for a thick-walled cylindrical
shell see Refs. 26 and 27.

Figure 3~b! shows the echo response beyond the com-
pressional and shear wave cutoff angles at 40.0 degrees. The
primary scattering responses at this angle, neglecting the
scattering from the nearest end and endcap, are due to thea0

meridional ray and helical waves of thea02 . At this angle
the helical waves of thea02 can be clearly seen as a se-
quence of six regularly spaced peaks between 100 and 200
kHz delayed with respect to the nearest rear corner timing.
With knowledge of the group velocity of these waves it is
possible to predict arrival times at the receiver using simple
expressions~see Ref. 10 and Appendix B!. The dashed ma-
genta curves in Fig. 2 and Fig. 3~b! show these predictions
for the timings of helical waves traversing the back side of
the cylinder one through six times using an approximate
value of the group velocity of 1.3* c where c
51.483 mm/ms is the velocity of sound in water~see Fig. 4!.
Note that these helical wave responses are for waves which
have reflected once from the far end of the cylinder. At this
angle the meridional response of thea0 is expected to be
near 700 kHz, beyond the spectral range of the experiment.

The response of thea0 meridional ray can be seen at 44
degrees tilt in Fig. 3~c! near the corner timing and centered at
470 kHz. It is composed of a single peak isolated from the
other features. At this tilt angle the magnitude of the peak is
roughly 11 dB below the level of the broadside incidence
specular reflection. The ray responsible for this is described
by path FHBI in Fig. 1. The meridional ray undergoes only
one reflection from the end of the cylinder. No contributions
from multiple traversals over the length of the cylinder are
observed.

As can be seen from Figs. 3~b!–~f! the a0 meridional
response progresses toward lower frequencies as the tilt
angle is increased. The timing, however, stays fixed with
respect to the rear corner timing. The amplitude decreases
slightly and then increases as the tilt angle reaches end-on
incidence. Thea02 helical wave peaks remain in the same
frequency band but decrease in number and amplitude as the
tilt angle is increased. Also the delay between peaks de-
creases as expected from Fig. 2. At 71.2 degrees noa02

helical waves can be observed. At 90 degrees, however, a
periodic response emerges between 100 and 200 kHz, the
period being roughly 230ms. See below for a discussion of
this feature.

IV. ANALYSIS AND DISCUSSION

The STFT plots in Fig. 3 show clearly the behavior of
the end reflecteda0 meridional ray contribution to the back-
scattering. The backscattering response consists of a single
pulse which is nearly coincident with the timing of a signal
travelling direct through the water from the source to the
nearest rear corner of the cylinder and back to the receiver.
Thea0 response in this manner directly highlights one end of
the finite cylinder.1,2 Synthetic aperture images generated
from the present data set clearly illustrate this.28 There is no
axial resonance associated with this feature. Thea0 leaky
wave has a relatively high spatial damping rate for the
present thick-walled shell such that axial resonances are not
likely to be observed.5 ~The amplitude of ana0 ray travelling
the length of the cylinder along the meridian twice would be
attenuated by a factor of nearlye224.0 without considering
losses into the surrounding water upon reflection from the
ends.! Because the damping rate is high it is evident that
only a small region of the cylinder along the meridion near
the end contributes significantly to the backscattering. The
actual ray path should be considered to be FHBI rather than
EGHBI, where only a length along the meridian of the cyl-
inder on the order ofLe5a/Im@kza# contributes significantly
to the backscattering. The attenuation lengthLe is the length
over which a ray is attenuated by a factor ofe21 through
radiation, and Im@kza# is the imaginary part of the axial wave
number radius product. Since Im@kza# is of order 1 over the
range of frequencies considered5 the attenuation length is of
the order of the radius, which is small compared to the length
(L/a512.0) in the present case.

The a02 helical waves are a special case of generalized
surface guided helical waves on cylinders. Thea02 is sub-
sonic with respect to water and is launched on the cylinder
through tunnelling at grazing incidence to the cylinder, the
curvature of the shell allowing for coupling. The echo curves

FIG. 4. Computed phase and group velocities for two axisymmetric modes
of an infinite empty cylindrical shell submerged in water. The solid curves
correspond to the subsonic antisymmetric solutiona02 , while the dashed
lines correspond to the supersonica0 . The subsonic branch exhibits extrema
in the group velocity of 1.38* c at f 5164.5 kHz (ka513.28) and 0.34* c at
f 536.86 kHz (ka52.98), respectively.
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plotted in Fig. 2 describe the timing of these helical waves
provided sufficient coupling exists to launch a wave. It is
expected that the coupling decreases as the tilt angle ap-
proaches end-on incidence since the relative curvature of the
shell likewise decreases.

For both the meridionala0 and the helicala02 the
simple launching of waves by phase matching cannot be ex-
tended to end-on incidence. The fact that both thea0 and
a02 responses are observed near and at end-on incidence
demands a different coupling mechanism. The coupling
mechanism is likely impulse loading at the end and flat end-
cap resulting in axisymmetric or nearly axisymmetric modes
of the cylinder being generated. These waves propagate
down the body of the cylinder with either no radiation loss,
as is the case for the axisymmetric mode of thea02 , or
relatively high loss, as with thea0 . Radiation into the back-
scattering direction may then occur at the ends of the cylin-
der. The generation of cylinder modes by impulse end load-
ing is well known.29 In general a complicated set of signals is
observed. These can be understood somewhat by referencing
the relevant dispersion curves for the shell. Frequencies
which correspond to high group velocities arrive first fol-
lowed by those with lower velocities. Amongst these com-
plicated signals often one portion arrives with a significantly
greater amplitude. This is commonly referred to as the Airy
phase.29,30 The Airy phase signal corresponds to extrema in
the group velocity dispersion.

To aid in interpreting the near end-on incidence response
the dispersion curves for the two relevant axisymmetric
modes of an infinite cylindrical shell corresponding to the
current configuration have been plotted in Fig. 4. These have
been calculated in the same fashion as in Ref. 5. The group
velocity dispersion curve for the supersonica0 is simply in-
creasing with frequency above its general cutoff frequency of
50 kHz and possesses no extrema that are not associated with
cutoff. Given sufficient coupling one may expect higher fre-
quency signals of the axisymmetrica0 to arrive first fol-
lowed by lower frequency components, although lower fre-
quency components have somewhat greater damping. This
may explain the feature in Fig. 3~f! near 200 kHz and 340
ms. The broadband features between 200 kHz and 500 kHz
which are located between the specular reflection from the
endcap~broadband feature near 50ms! and the rear corner
timing ~the white line! may be the result of axisymmetric
quasicompressional waves launched in the same fashion.
These have considerably lower damping than thea0 and pos-
sess much higher group velocities.

Impulsive end excitation of the subsonica02 offers a
suitable explanation for the low frequency features in Figs.
3~e! and ~f!. The group velocity dispersion for thea02 ex-
hibits two extrema: a broad maximum at 164.5 kHz and a
narrow minimum at 36.86 kHz. These may be expected to
give rise to two Airy phase signals in the backscattering re-
sponse, the higher frequency signal arriving first followed a
considerable time later by the low frequency~and low speed!
signal. Since the damping for this mode is identically zero,
the backscattered levels may be large depending on the effi-
ciency of the coupling at the ends and multiple traversals
may enable axial resonances. Multiple reflections are ob-

served for the signals between 120 kHz and 220 kHz at in-
tervals of approximately 230ms. This corresponds well to an
axial resonance of the Airy phase at 165 kHz which has a
group velocity maximum of cg51.38c ~where c
51.483 mm/ms is the velocity of sound in water! since
2L/cg5223.4ms. The low frequency signal barely discern-
ible below 50 kHz in Figs. 3~e! and ~f! may be associated
with the Airy phase signal due to the minimum in the group
velocity dispersion at 37 kHz.
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APPENDIX A: BIPOLAR OPERATION OF A PVDF
SHEET TRANSDUCER

Figure 5 shows a time record, and its spectrum~inset!,
of the acoustic pulse used in the experiment. This acoustic
pulse is generated by applying a square electrical pulse of
duration 1.6ms to the PVDF sheet source~110 mm thick
Kynar® polyvinylidene fluoride film, metallized on both
sides with an Ag ink!. Operating the sheet source in this
manner is different from previous experiments4 where an
electrical step was applied to the source. In that mode of
operation the resulting acoustic pulse is approximately uni-
polar. This gives increased low frequency performance. In
the present mode of operation the acoustic pulse is bipolar,
giving better high frequency performance. The behavior of
this source can be understood through a simple lumped pa-
rameter circuit model which approximates the sheet as a ca-
pacitor with an associated series resistance.4

APPENDIX B: CORNER REFLECTION AND HELICAL
WAVE ECHO RETURNS

This appendix section gives the expressions for the re-
turn times for geometrical propagation through the water
from the sheet source to each of the four ‘‘corners’’ of the
cylinder and back to the receiver. Also, a discussion is pre-
sented for calculating the echo timings for thea02 helical
waves.

For a fixed receiver a distanceR away from the center of
a cylinder the distances from each of the four corners of the

FIG. 5. Time record and spectrum~inset! of the incident acoustic pulse used
in the experiments.

1293J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 S. F. Morse and P. L. Marston: Backscattering ray contributions for cylindrical



cylinder, A, B, C or D, to the receiver can be shown by
simple geometry to be

R
C
A5@~r sind2!21~R7r cosd2!2#1/2, ~B1a!

R
D
B5@~r sind1!21~R6r cosd1!2#1/2, ~B1b!

where r 5@(L/2)21a2#1/2 and d65(90°2g)6tan21(2a/L).
When the source is a flat sheet placed between the cylinder
and the receiver~see Fig. 1! the travel times referenced to the
timing of the specular reflection at broadside incidence~g50
degrees! are given by

t
C
A5@R

C
A7r cosd22R12a#/c, ~B2a!

t
D
B5@R

D
B6r cosd12R12a#/c. ~B2b!

Echo return timings for the helical waves of thea02 can
be derived in a similar fashion to other surface guided helical
waves with one essential change. The subsonica02 waves
are launched at a point on the cylinder where the incident
wave vector forms a tangent line with the curved surface of
the cylinder. The expressions for helical wave echos given by
Bao10 may be used directly by setting the appropriate angle
for generating surface waves top/2. In Bao’s notation the
necessary changes and relations areg5p/22b, us5f
5p/2, anda5b. The resulting expressions for the echo tim-
ings are Bao’s equations~4!–~7!. The helical waves are dis-
tinguished by the number of times they traverse the back side
of the cylinder. The echo timings plotted in Fig. 2 correspond
to helical waves traversing one through six times. In com-
puting these curves a constant value for the group velocity
has been used. As can be seen from Fig. 4 the group velocity
for the a02 helical waves are clearly not constant over the
frequency range of interest. In addition the group velocity for
helical waves propagating on the shell at different helix
angles generally differs, although in the present case this
feature is only a small effect.28 The anisotropy of helical
wave parameters for the supersonic flexural helical wave on
the present shell at similar frequencies has been shown by
Blonigen8,31 to be small but important, for example, in the
formulation of a ray theory of helical flexural waves on cy-
lindrical shells above the coincidence frequency. For the
present approximation of the helical wave arrival times these
effects are ignored and an average group velocity is assumed.
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In this paper we give a formulation of the most efficiently radiating vibration patterns of a vibrating
body, the radiation modes, in the time domain. The radiation modes can be used to arrive at efficient
weighting schemes for an array of sensors in order to reduce the controller dimensionality. Because
these particular radiation modes are optimum in a broadband sense, they are termed broadband
radiation modes. Methods are given to obtain these modes from measured data. The broadband
radiation modes are used for the design of an actuator array in a feedback control system to reduce
the sound power radiated from a plate. Three methods for the design of the actuator are compared,
taking into account the reduction of radiated sound power in the controlled frequency range, but also
the possible increase of radiated sound power in the uncontrolled frequency range. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1451067#
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I. INTRODUCTION

Active control of sound radiated from structures using
structural sensing involves controlling the vibration patterns
of the structure that radiate sound efficiently. Several meth-
ods have been suggested to determine these vibration pat-
terns. The methods can be based on the singular value de-
composition of the Green’s function1,2 or an eigenvector
analysis of a positive definite radiation operator.3 The result-
ing vibration patterns are called radiation modes.2,4 The as-
sociated singular values/eigenvalues can be interpreted as ra-
diation efficiencies. Borgiotti1 noted that the radiation modes
are real valued and therefore, in principle, allow delay-free
sensing of acoustic radiation. A sensor without delay is par-
ticularly important in feedback configurations. A complica-
tion for a real-time implementation is that both the radiation
mode shapes as well as the radiation efficiencies depend on
frequency. A solution was given by Borgiotti and Jones,5

who demonstrated that minimizing the radiation modal error
signals that are obtained by weighting the sensor signals with
the radiation mode shapes at the highest controlled frequency
is sufficient to reduce the sound also at lower frequencies.
This is because the radiation modes at a certain frequency
form a complete description of the radiating vibration pat-
terns at lower frequencies.

At frequencies other than the frequency where the radia-
tion modes have been determined, the normalization
frequency,6 the radiation modes do not diagonalize the radia-
tion operator, except for special cases.7 Therefore, in prin-
ciple, if the radiation modes at a single normalization fre-
quency are used, all self-radiation efficiencies and mutual
radiation efficiencies have to be taken into account to be able
to compute the exact radiated power at other frequencies.
Simplifications were given,8,9 demonstrating that good sound
power reductions can be obtained by using only the self-
radiation efficiencies. It was also shown that the choice of
the radiation mode shapes is not critical, provided they form
a complete set of basis functions for the radiating vibration

patterns in the frequency range of interest.9 In some cases,
such as for free-field sound radiation, frequency-dependent
weighting might not be strictly necessary.9 In other cases,
however, a frequency-dependent weighting of the radiation
modal error signals was found to be necessary, especially in
enclosed spaces.10 There seems to be agreement that
frequency-independent spatial filters can, in general, be used
for broadband active noise control problems involving sound
radiation from plates. Even if a frequency-dependent weight-
ing of the radiation modal error signals is used, still a choice
has to be made which normalization frequency to use.

In this paper we address the determination of the radia-
tion mode shapes and associated efficiencies based on broad-
band sound radiation. The radiation modes obtained in this
way are the optimum vibration patterns in an average sense
evaluated over a predefined frequency band. This eliminates
the need for the selection of a normalization frequency. The
subsequent frequency-dependent weighting can be obtained
by evaluating the self- and mutual radiation efficiencies of
the resulting radiation modes. Instead of using a frequency
domain formulation, in this paper we use a time domain
formulation to determine the radiation modes. This leads to
advantages for the identification of radiation modes from ex-
perimental data, in which robustness is a primary concern.
The formulation can be used for the identification of multiple
radiation modes from experimental data, using microphones
in the farfield.

Preumontet al.11 determined weighting coefficients for
a piezoelectric sensor array for the estimation of the volume
velocity, which is the strongest radiation mode at low fre-
quencies. One of the extensions of the method in the present
paper is that it also leads to weighting factors for higher-
order radiation modes. Another extension is that the radiation
modes can be determined from pressure measurements in the
farfield instead of using a particular velocity distribution
~viz., constant velocity! and assuming that this velocity dis-
tribution is responsible for the major part of the radiated
acoustic power. Also in the experimental work of Gibbs
et al.,8,12 a theoretical model is used for the radiation into thea!Electronic mail: berkhoff@tpd.tno.nl
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acoustic environment. Simplifications of the actuator and
sensor configuration were presented in Ref. 13.

Modal sensors and modal actuators based on spatially
continuous transducers were discussed by Lee and Moon.14

The present methods are based on discrete sensors and ac-
tuators, such as described by Clark,15 Gawronski,16 and
Morgan,17 in order to provide more flexibility by using pro-
grammable weighting coefficients. The emphasis in the
present paper is on acoustic radiation and the connection
with previous radiation mode theory.

The application of active structural acoustic control to
flow-induced structural radiation of sound is described by
Heatwoleet al.,18 where, in a simulation study, the sound
pressure at a single point is reduced by using frequency-
dependent radiation filters for each structural mode, similar
to the approach of Baumannet al.19 In the paper by Maury
et al.,20 matched, spatially continuous, radiation modal sen-
sors and actuators are used in a simulation study in order to
create a controller without spillover that consists of a gain
times the inverse of the individual modal transfer functions,
which are minimum phase.

As compared to the results in the paper of Morgan,17 in
the present paper we give an extension to causal systems
suitable for broadband stochastic signals. As such, there is
also a relationship with the paper of Baumannet al.19 How-
ever, the present paper differs in a number of ways. First, in
the present paper gives explicit results for the most effi-
ciently radiating vibration patterns of a structure. The vibra-
tion patterns obtained in this way are determined only by the
acoustics of the problem and not by structural properties.
Hence, the structural part and the acoustic part of the prob-
lem are decoupled. Instead, the paper of Baumannet al. de-
rives a set of frequency-dependent filters for combinations of
structural vibration modes, which together provide a measure
for acoustic radiation. Second, a proof is given of the com-
pleteness of the eigenvectors obtained from a broadband de-
scription of sound radiation and the relationship with the
nesting principle5 is demonstrated. The weighting schemes
for the actuator array are optimized in a broadband sense for
coupling to the acoustic field at low frequencies, while being
constrained by a reduced coupling to the acoustic field at
high frequencies leading to reduced spillover.

II. RADIATION MODES FOR SENSOR ARRAYS

The acoustic power radiated from a structure to the
farfield can be derived from a measurement of the time-
averaged squared sound pressure at a relatively large dis-
tance from the structure using a sufficient number of mea-
surement positions.21 Global sound pressure reduction inside
an enclosure is related to the reduction of the potential en-
ergy in the enclosure, which can be estimated from the
squared sound pressure at a number of positions evenly dis-
tributed over the interior of the enclosure. Thus, for some
interesting problems involving sound radiation it seems ap-
propriate to define a cost function,

P5E$pT~ t !p~ t !%, ~1!

with

p~ t !5@p1~ t !p2~ t !¯pN~ t !#T, ~2!

the N31-dimensional vector of pressure signals at discrete
time t andE the expected value operator, which, for a time-
dependent matrixF(t) with elements that are assumed to be
wide sense stationary and ergodic, is defined as

E$F~ t !%5 lim
T→`

1

T (
t50

T21

F~ t !. ~3!

The pressurepn(t), n51,...,N is assumed to be related to the
vibrations of the structure@which can be velocity or another
quantity that provides sufficient information to predictp(t)#
through the relationship

pn~ t !5 (
m51

M

(
t50

T21

gmn~t!qm~ t2t!, ~4!

whereqm(t) is themth sensed quantity on the structure and
where gmn(t) is the space–time Green’s function for the
problem. Further,T denotes the number of samples taken
into account, i.e., the length of the impulse response of
gmn(t). It is noted that in many definitions of the Green’s
functions for problems in acoustics an additional temporal
differentiation has to be applied, such as for the Rayleigh
integral.21 However, in the present paper the additional dif-
ferentiation and other temporal characteristics are incorpo-
rated ingmn(t).

Let us define theM31-dimensional vectors,

gn~ t !5@g1n~ t !g2n~ t !¯gMn~ t !#T, n51,...,N, ~5!

and theN3M -dimensional matrix,

G~ t !5@g1~ t !g2~ t !¯gN~ t !#T. ~6!

Further, let us define anM31-dimensional structural sensor
vector as

q~ t !5@q1~ t !q2~ t !¯qM~ t !#T. ~7!

We then have

p~ t !5 (
t50

T21

G~t!q~ t2t!. ~8!

Alternatively, Eq.~1! can be written as

P5tr. E$p~ t !pT~ t !%, ~9!

where tr. denotes the trace operator. For notational conve-
nience, it is assumed that any frequency dependence in the
spectral properties ofq(t) is incorporated inG(t) and that
q(t) consists of independent white noise processes having
equal variances. Then the following simplification can be
used:E$q(t)qT(t8)%5sd tt8I . Use of the properties that the
trace of a square matrix equals the trace of the transpose of
that matrix and that the trace of a matrix equals the sum of its
eigenvalues leads to

P5tr. (
t50

T21

GT~ t !G~ t !5(
i

l i H (
t50

T21

GT~ t !G~ t !J , ~10!

wherel i $ % denotes theith eigenvalue of the matrix. Hence,
the most efficient transfer of vibration to radiated sound
power is governed by the largest eigenvalues and corre-
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sponding eigenvectors of the matrix( t50
T21GT(t)G(t).

For reasons of convenience, we turn to a frequency do-
main description where all variables now depend on angular
frequencyv, are complex-valued and deterministic. The fre-
quency domain equivalents of corresponding temporal vari-
ables are indicated by adding an overcaret sign. A discrete-
time Fourier transform pair for matricesP(t) and P̂~v! is
defined as22,23

P̂~v!5 (
t52`

`

P~ t !e2 ivt/ f s, ~11!

P~ t !5
1

2p f s
E

2p f s

p f s
P̂~v!eivt/ f s dv, ~12!

with v the angular frequency in rad/s andf s the sampling
frequency in Hz.

At each angular frequency, the cost function can be ex-
pressed as

P̂~v!5p̂H~v!p̂~v!, ~13!

where a superscriptedH denotes the Hermitian transpose.
Using the frequency domain equivalent of Eq.~8!, viz.,

p̂~v!5Ĝ~v!q̂~v!, ~14!

the cost function becomes

P̂~v!5q̂H~v!P̂GG~v!q̂~v!, ~15!

where

P̂GG~v!5ĜH~v!Ĝ~v!. ~16!

The M3M -dimensional matrixP̂GG(v) contains informa-
tion about the vibration patterns ofq̂~v! that are significant
to p̂~v!. These vibration patterns can be obtained by an ei-
genvector analysis ofP̂GG(v), which is known from control
theory~Ref. 24, p. 72!. In the limit for an infinite number of
pressure sensors at an infinite distance from the radiator, as-
suming thatq̂~v! represents a velocity vector, the matrix
P̂GG(v) approaches the matrixR~v! of Elliott and Johnson4

up to a scaling factor.
The use of Eq.~11! shows that a transfer correlation

matrix,

PGG~t!5(
t

GT~ t !G~ t1t!, ~17!

is the time domain equivalent of Eq.~16!. It is noted that in
these descriptions the order of the transpose operators and
Hermitian operators are different from usual descriptions of
spectral density matrices and corresponding correlation ma-
trices, such as in Refs. 23, 25. From Eq.~12! it can be seen
that the value ofPGG(t) for t50 is proportional to the inte-
gral overv of the spectral density matrix~of transfer func-
tions!, and thus a measure of signal power~transfer! in a
broadband sense. The term signal power is used here because
the sum of squared pressures is not a power in a physical
sense. As shown in Eq.~10!, the most efficiently radiating,
zero-delay vibration patterns in a broadband sense result
from the decomposition of the zero lag transfer correlation
matrix:

PGG~0!5ELET, ~18!

where the matrixE contains the broadband radiation mode
shapes and the diagonal matrixL contains the broadband
radiation efficiencies. SincePGG(0) is symmetric, positive
definite, and real, the eigenvalues are also real. The matrices
E and L are truncated to retain only the most significant,
principal, components. In theory, the radiation modes ob-
tained from the integral ofP̂GG(v) over v are identical to
that obtained fromPGG(0). However, in practice, there is a
difference if they are obtained from measured data, as will be
made clear in the next section. Zero delay radiation modes
for a certain frequency band can be obtained after bandpass
filtering of the Green’s functions that lead toPGG(t).

Error signals n(t)5@n1(t)n2(t)¯nL(t)#T for active
control can be obtained by weighting the structural sensor
vectorq(t) with the radiation mode shapes inE:

n~ t !5ETq~ t !, ~19!

with possible subsequent frequency-dependent weighting by
the matrix L̃(v)5ETP̂GG(v)E.9 The corresponding fre-
quency domain cost function becomes

P̂~v!5n̂H~v!L̃~v!n̂~v!. ~20!

The resulting error signale(t)5@e1(t)e2(t)¯eL(t)#T,
which is obtained by a frequency-dependent weighting of
n(t), is expressed as

e~ t !5 (
t50

T21

K ~t!n~ t2t!, ~21!

whereK (t) is implicitly defined by

L̃~v!5 (
t52`

`

(
t

KT~ t !K ~ t1t!e2 ivt/ f s. ~22!

If the full matrix L̃~v! is used, then the exact matrixP̂~v!
and the corresponding correlation matrix of Eq.~17! are re-
constructed. Methods to findK (t) from rational matrices
L̃~v! can be found in papers by, e.g., Youla;26 methods with
an application to acoustic radiation problems are also
known.27 In many cases it will be sufficient to use only the
diagonal ofL̃~v! or even no weighting at all. In the latter
case,L̃~v! equals the identity matrix.

The eigenvectors inE are not exactly orthogonal for
acoustic radiation at each frequency, but only approximately.
They are, however, usable for broadband sound radiation
control in the same sense as the radiation modes at the high-
est controlled frequency, as suggested for free space radia-
tion by Borgiotti and Jones.5 The essential observation to be
made is that, because the radiation modes at a certain highest
frequency are a complete set of basis functions for acoustic
radiation at all lower frequencies, then also the eigenvectors
obtained from an averaging procedure over frequency up to
this highest frequency, that lead to Eq.~18!, are a complete
set of basis functions. A proof is given in the Appendix.
Although the resulting eigenvectors are not radiating exactly
independently, but only approximately, and, consequently,
are not modes in a strict sense, they are termed broadband
radiation modes here because of the close correspondence

1297J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Arthur P. Berkhoff: Broadband radiation modes



with the frequency domain radiation modes. A property of
the time domain technique is that the resulting radiation
modes are real valued. For positive definite radiation opera-
tors, this also holds for frequency domain techniques but, in
practice, using measured data from a finite number of field
sensors at a finite distance, these radiation modes are not
entirely real.28

III. ESTIMATION OF THE GREEN’S FUNCTION

The formulation of the previous section can be used for
the identification of the radiation modesin situ. One method
is based on the excitation of the structure with a number of
different excitation patterns and the acquisition of the result-
ing structural sensor signals and pressure signals. A time–
domain inverse filtering technique is used to extract the un-
derlying Green’s function. The time domain technique has
the advantage that a single minimization procedure is used to
obtain the complete impulse response. Instead, an averaging
procedure in the frequency domain28 based on inversions at
each frequency can still be based on unreliable constituents.

Let k indicate the measurement; then we can define an
error for thenth pressure signal as follows:

en
k~ t !5pn

k~ t !2 (
t50

T21

gn
T~t!qk~ t2t!. ~23!

Using the average of the squared value ofen
k(t) over a suf-

ficiently long period of time and summing the contributions
of the different measurements leads to the cost function

Jn5(
k

E$@en
k~ t !#2%. ~24!

Let the correlation matrixRxy(t) be defined by

Rxy~t!5E$y~ t1t!xT~ t !%, t52T11,...,T21; ~25!

then the cost function can be written as

Jn5(
k

FRp
n
kp

n
k~0!2 (

t50

T21

Rqkp
n
k~t!gn~t!

2 (
t50

T21

gn
T~t!Rqkp

n
k

T
~t!1 (

t50

T21

(
t850

T21

gn
T~t!

3Rqkqk~t82t!gn~t8!G . ~26!

The derivative of the cost function with respect to the coef-
ficientsgn(t) can be written as

]Jn

]gn~t!
5(

k
F (

t850

T21

gn
T~t8!Rqkqk~t2t8!2Rqkp

n
k~t!G ,

t50,...,T21. ~27!

Requiring this derivative to be zero leads to the system of
equations

(
k

(
t850

T21

gn
T~t8!Rqkqk~t2t8!5(

k
Rqkp

n
k~t!,

t50,...,T21, ~28!

from whichgn(t) can be solved. The Green’s function matrix
G(t) is then assembled from the differentgn(t) according to
Eq. ~6!. Since the structure of the system of equations is
block Toeplitz,29 an efficient routine can be used for its
solution.30 A quadratic cost involving the coefficients ofgn

was added in order to stabilize the solution. The cost func-
tion actually minimized was

Jn5(
k

E$@en
k~ t !#2%1b (

t50

T21

gn
T~t!gn~t!, ~29!

with b a weighting coefficient for the Green’s function coef-
ficients. If the Green’s function contains strongly resonating
behavior, such as in an enclosed space, then it may be ad-
vantageous to combine information regarding the poles of
the system, such as with the subspace technique developed
by De Moor, as described by Van der Veenet al.31 In some
cases it is possible and more practical to use a reciprocity
method for measuring the Green’s functions. Frequency do-
main reciprocity methods for the estimation of radiation
modes are described in Ref. 28. In the reciprocity method the
positions of the source and the receiver are interchanged. In
that case there is no need to perform the inversion as de-
scribed above. Combinations of inverse and reciprocity
methods are also possible.28

IV. ACTUATOR MODES

The broadband radiation mode formulation can also be
used for the design of signal processing schemes that drive
an array of actuators. As compared to the radiation mode
schemes for sensors, modal schemes for actuators have ad-
ditional requirements. Like the sensor scheme, the actuator
scheme is required to consist of a set of nearly independent
driving patterns, the actuator modes, that have good sensitiv-
ity for sound radiation in the frequency range where sound
power reductions have to be obtained. This frequency range
is usually the low-frequency range. In addition, the actuator
configuration should be designed in such a way that, in the
frequency range where the near-field sensor configuration
fails to predict the farfield sound field, usually in the high-
frequency range, the actuator modes have a small sensitivity
for sound radiation. In other words, the configuration should
be designed in such a way that it has a minimum of spillover.
In the following a method is given to satisfy these require-
ments using a given physical actuator configuration. As op-
posed to approaches in which the positions of the actuators
are optimized,32 the present formulation optimizes a signal
processing scheme for a given actuator array. The advantage
is that the system can be calibratedin situ with measured
transfer functions using an identical actuator array, which
can be used for different situations.

A. Cost function for actuator modes

An approach to reduce spillover effects is to minimize
the modal contributions due to the secondary path, which are
not taken into account by error sensors. As compared to the
method of Morgan,17 the present description gives an exten-
sion to broadband signals and an optimization for acoustic
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radiation and not simply mechanical vibration. A further ex-
tension is that a method is presented to reduce spillover at
high frequencies by defining two different sets of vibration
patterns, one set of which is used for sound power reductions
at low frequencies, while the other set is used for the reduc-
tion of spillover.

For the moment it will be assumed that the configuration
is feedforward. Letu(t)5@u1(t)u2(t)¯uK(t)#T be the vec-
tor of actuator control signals, which is obtained by filtering
the reference signal vectorx(t)5@x1(t)x2(t)¯xL(t)#T with
a matrixW(t) of finite impulse response filters:

u~ t !5 (
t50

T21

W~t!x~ t2t!. ~30!

Further, letqs(t) be the vector of secondary signals at the
sensors, and letH(t) be the matrix of transfer functions from
actuator signal vector to sensor signal vector, as in

qs~ t !5 (
t50

T21

H~t!u~ t2t!. ~31!

The radiation mode sensor signal vector for the observed
radiation modes inE due to the secondary sources is

ns~ t !5ETqs~ t !. ~32!

The corresponding signal vector after frequency-dependent
weighting is given by

s~ t !5 (
t50

T21

K ~t!ns~ t2t!. ~33!

The total error signal vector is simply the sum of the primary
signal vector and the secondary signal vector:

e~ t !5d~ t !1s~ t !, ~34!

with d(t) the primary disturbance signal vector of the
weighted radiation modal sensors. Thus, if the primary sen-
sor signal vector is given byqd(t), thend(t) can be obtained
from the subsequent operations,

nd~ t !5ETqd~ t ! ~35!

and

d~ t !5 (
t50

T21

K ~t!nd~ t2t!. ~36!

We also define error signals for unobserved modes. The ra-
diation modal sensor signal vector due to the secondary
sources for a selected set of unobserved radiation modesE8,
termed constraint modes, is

ns8~ t !5E8Tqs~ t !. ~37!

The corresponding signal vector after frequency-dependent
weighting is given by

s8~ t !5 (
t50

T21

K ~t!ns8~ t2t!. ~38!

Finally, the error criterion is defined as

J5E$eT~ t !e~ t !%1b1 tr.H (
t50

T21

WT~t!W~t!J
1b2E$uT~ t !u~ t !%1b3E$s8T~ t !s8~ t !%. ~39!

The first part of the cost function minimizes the error signal
on the observed modes, the second part minimizes the filter
coefficients, the third part minimizes the control effort, and
the fourth part minimizes the secondary path signals that are
not observed by the error sensors. The minimization of this
equation can be obtained by using efficient methods for
block-Toeplitz matrices.30 Usually, only one of the param-
etersb1 , b2 , or b3 is used for the computation ofW.

B. Selection of constraint modes

As described in Sec. II, a method to obtainE is by
low-pass filtering of the Green’s functions if reductions at
low frequencies have to be obtained. Usually, the constraint
modesE8 cannot be obtained from the same technique. This
is because the modes inE8 should be the modes that are
efficient radiators at high frequencies only. In an approach in
which theinsignificant eigenvectors are computed, based on
low-pass filtering of the Green’s functions, the low-pass fil-
tering operation would eliminate information in the fre-
quency range of interest. This is undesirable, especially for
measured data. Also, simply high-pass filtering the Green’s
function and taking the significant eigenvectors is inadequate
because the resulting radiation modes are not only efficient
radiators at high frequencies, but also possibly efficient ra-
diators at low frequencies. In the following a method is given
to compute the modesE8 that are the most efficient radiators
in a broadband sense subject to the constraint that they are
orthogonal to the modesE that have previously been found
as the most efficient radiators at low frequencies. This im-
plies that the modesE8 are efficient radiators at high fre-
quencies and inefficient radiators at low frequencies.

In this section it is shown how these two goals can be
accomplished. In particular, the modes ofPGG(0), obtained
from possibly high-pass filtered Green’s functions, are com-
puted using the constraint that they are orthogonal tor vec-
tors in anM3r -dimensional matrixE. If the desired modes
are the columns of theM-row matrix E8, then the constraint
can be expressed as

ETE850. ~40!

Following Golub and van Loan33 and assuming an
M3M -dimensional matrixQ, an M3r -dimensional matrix
S, and anr 3r dimensional matrixZ, the singular value de-
composition ofE is computed as

E5QSZT. ~41!

An M3M -dimensional matrixB is formed from

B5QTPGG~0!Q, ~42!

where the Green’s functionsG leading toPGG(0) are possi-
bly high-pass filtered. Assuming an (M2r )
3(M2r )-dimensional matrixB22, the matrix B is parti-
tioned as follows:
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B5FB11 B12

B21 B22
G . ~43!

EigenvectorsVB22
are found from the decomposition

B225VB22
LB22

VB22

T . ~44!

Upon construction of theM3(M2r )-dimensional matrix,

Y5F 0
VB22

G , ~45!

where the0 is a zero matrix of dimensionsr 3(M2r ), the
M2r constrained eigenvectors in the
M3(M2r )-dimensional matrixE8 follow from

E85QY. ~46!

The vectors in the columns ofE8 are the most significant
modes inPGG(0) subject to the condition that they are or-
thogonal to the column vectors inE. Simplifications of the
computational procedure are possible if the vectors inE are
orthonormal.

V. RESULTS

A. Radiation mode shapes for velocity sensing

As a simple example, radiation mode shapes were com-
puted with Eq.~18! based on the monopole space–time do-
main Green’s function for a baffled radiator@see, for in-
stance, Eq.~5-2.1! in Ref. 21#,

gmn~ t!5Sm

r

2p

]

]t

d~ t2r mn /c!

r mn
, ~47!

wheret denotes continuous time,r is the density of air,Sm is
the area of an elemental radiator,4 d is a temporal Dirac
impulse function,c5343 m/s is the speed of sound, and
r mn5ixm2xni is the distance between source coordinatexm

and receiver coordinatexn . Discrete-time representations
gmn(t) were obtained by linear interpolation, using samples
of Eq. ~47! at a sampling frequency of 4096 Hz. Source

points were assumed to be distributed over a rectangular area
of 60 cm375 cm, using 536 sources. The pressure was re-
corded at 12 positions on a hemisphere with a radius of 2 m
according to the AS1217.6-1985 standard, as described in
Ref. 34. The Green’s function was low-pass filtered at a fre-
quency f 5450 Hz, which corresponds toka53, with k
5v/c the wave number,v52p f the angular frequency, and
a50.3785 m, being an effective radius of the total radiator.
The low-pass filter and the differentiator were implemented
with FIR filters of length 62. The resulting radiation modes
are shown in Fig. 1 and the normalized eigenvalues in Fig. 2.
In addition, radiation modes were computed with a fre-
quency domain technique usingR~v! at ka53,4 and with the
same frequency domain technique using an averaging of
R~v! over 0<ka<3. The time domain result and the aver-
aged frequency domain result are nearly equal, as expected.
Also, the eigenvalues are nearly equal. The shapes and ei-
genvalues of the frequency domain modes atka53 differ
somewhat more, also as expected. Also, an inverse technique
as described in Sec. III, was used to obtain radiation mode
shapes. The numerical experiments were performed with 30
piezoelectric actuators attached to a plate. For each actuator,
the resulting velocity at 30 positions on the plate was com-
puted as well as the pressure at the 12 positions on a hemi-
sphere. Again, the results were almost identical to that of
Figs. 1 and 2.

The reciprocity method mentioned in Sec. III, was used
to obtain the time domain Green’s functionG(t) and the
resulting broadband radiation modesE from measured data.
The measurements were performed in a semianechoic room.
The measurement technique is the same as described in Ref.
28, except that a causal time–domain Green’s function was
estimated from broadband noise. As compared to the simu-
lations, the positions of the sources and microphones were
interchanged due to the reciprocity method. The sampling
frequency was 4096 Hz and the number of samples for the
estimation of the Green’s functions was 256. The responses
were truncated to 32 samples to remove contributions from

FIG. 1. The four radiation mode shapes with the largest
eigenvalues obtained with simulations using a time do-
main technique using low-pass filtering at 450 Hz (ka
53).
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reflections. Subsequently, the responses were low-pass fil-
tered, where the low-pass filter was identical to that in the
simulations. The measured radiation modes are shown in
Figs. 3 and the normalized eigenvalues in Fig. 4. It can be
seen that the shapes and eigenvalues of the first three mea-
sured radiation modes agree with the simulated shapes and
eigenvalues in Figs. 1 and 2, respectively, except that the
order of the second and third mode is interchanged. The
shape of the fourth radiation mode differs somewhat more.

B. Design of a modal actuator with application to
feedback ASAC

Numerical results are presented for the general cost
function of Eq.~39!. A simulation example is given of the
design of an actuator array for use in active structural acous-

tic control. The configuration is identical to that in Ref. 35,
which consists of nine piezoelectric patch actuators and nine
collocated sensors.

For the error signale, three radiation modes were used.
The modesE were obtained by low-pass filtering the Green’s
function at 288 Hz, computing the eigenvectors of the trans-
fer correlation matrix, and using the three strongest modes.
The constraint modesE8 were obtained by an eigenvector
computation based on the unfiltered Green’s function subject
to the constraint that they had to be orthogonal to the three
modes inE, as described in Sec. IV B. In the simulations, a
simply supported aluminum sandwich plate of 6 mm thick-
ness was used. The width and height were 60 and 75 cm,
respectively. The plate density was taken to berp

5870 kg m23, the Young’s modulus asE53.631010Pa, and
the hysteretic damping ash50.02, except for the~1,1! plate

FIG. 2. Eigenvalues corresponding to Fig. 1.

FIG. 3. The four radiation mode shapes with the largest
eigenvalues obtained from measurements using a time
domain technique with low-pass filtering at 450 Hz
(ka53).
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mode for which a larger dampingh50.1 was used. The num-
ber of plate modes taken into account was 838. It is as-
sumed that the actuators generate flexural waves only and
not longitudinal waves. An analytical method for the compu-
tation of weighting coefficients for the piezoelectric sensor
array was used, as described previously.36 Together with the
radiation modesE andE8, these weighting coefficients could
be used to derive radiation modal error signals and constraint
signals, respectively, for a piezoelelectric sensor array. In
Ref. 36, no frequency-dependent weighting was used. In or-
der to improve the performance, for the present example a
frequency-dependent weighting was used, which was based
on the diagonal of Eq.~22! for both E andE8.

The control configuration was based on Internal Model
Control,37 where the contribution of the secondary path on
the detection sensor was subtracted in the controller~Fig. 5!.
In this way the controller coefficientsW and the resulting
performance of the system could be computed by using the
techniques for feedforward control. The configuration was a
feedback system where the signalsx(t) were equal to the
unfiltered, zero delay, radiation modal error signalsnd(t),
and where the signalsd(t) and s(t) were obtained by a
frequency-dependent filtering of the radiation modal error
signals, by using the diagonal of matrixK (t). The frequency
dependency was implemented by a least-squares fit of the

frequency-dependent efficiency of the radiation modes, using
the Matlab function firls. The order of the filters was chosen
to be 10.

The incident field was an impulsive plane wave incident
on the plate at directionsu5p/3 andf5p/3 ~Ref. 38! to the
plate normal. The sampling frequency was 1 kHz and the
length of each of the filters ofW was 256, resulting in a total
number of coefficients of 256333956912. A controller de-
lay of one sample was assumed. The radiated sound power
was evaluated by computing the plate velocity before control
and after control at 10310 positions.

The influence on the performance of each of the indi-
vidual parametersb1 , b2 , andb3 was investigated. For each
of these parameters, a value could be found for which the
reduction of the broadband radiated sound power was maxi-
mum. The results that are shown are at these maximum val-
ues of reduction. The results are given in Fig. 6. The broad-
band reductions for coefficient weighting withb1 , effort
weighting withb2 , and radiation modal constraint weighting
with b3 are 8.0, 6.7, and 9.9 dB, respectively. Especially at
high frequencies the performance with modal constraint
weighting is better than with the other two methods. For
configurations having less symmetry than the present con-
figuration the results substantially degrade for weighting
with b1 or b2 , while being relatively close to the above
result for weighting withb3 . It can also be seen that the
result for modal constraint weighting is the only result that
does not lead to increases at any frequency. According to an
approximate formula,9 the maximum frequency for which
significant reductions can be obtained using three radiation
modes for a plate of 60 cm375 cm is approximately 300 Hz,
which agrees with the results of Fig. 6.

Instead of using a simultaneous minimization of the ra-
diation modal error signals, the cost functionJ was also
minimized for each of the radiation modal error signals in-
dependently. Considering the optimal filters for a particular
radiation modal error signal, the constraint modes were aug-
mented with the remaining radiation modes, which are two

FIG. 4. Eigenvalues corresponding to Fig. 3.

FIG. 5. Schematic diagram of an active feedback control system based on
Internal Model Control.
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modes in this case. The results were similar to the previous
results with slightly smaller reductions, being 7.6, 6.7, and
8.5 dB, for weighting withb1 , b2 , and b3 , respectively.
The advantage is that the systems obtained in this way are
more robust than those obtained from the simultaneous mini-
mization of the radiation modal error signals. The quantifi-
cation of robustness was based on a method described by
Elliott.39 The maximum singular value of the open-loop gain
at any frequency was 700 for the simultaneous optimization
and approximately 20 for the independent minimization. It is
noted that the latter configuration is a true modal actuator,
and therefore the adaptive filter could be chosen to be diag-
onal. In other words, each radiation modal error signal could
be controlled independently by the corresponding radiation
modal actuator.

In the present examples the number of actuators is larger
than the number of error signals. Also, for the case where the
number of actuators was less than or equal to the number of
error signals the performance of the modal weighting scheme
was found to give the largest reduction of broadband radiated
sound power. However, for that case the differences were
smaller, especially between effort weighting and modal con-
straint weighting.

It is interesting to compare the present technique with
the technique described by Elliottet al.37 In the latter paper,
a method is described to reduce the primary field at the mi-
crophones in the farfield by feedback of the structural sensor
signals. A property of this method is that a control filter is
required between each structural sensor and each actuator.
For the present configuration this would lead to a nine times
increase of the dimensionality of the adaptive controller, viz.
from 333 to 939. The technique of Elliottet al. gives the
possibility of limiting the control effort at high frequencies,
but this would not lead to a more efficient implementation. A
more efficient implementation of the sensor, valid forka
,1, is obtained by combining the structural sensor signals
into a single radiation modal sensor signal, such as described
by Sors40 and Gibbs.12,13The techniques of the present paper

give extensions for higher-order radiation modes~i.e., reduc-
tions also forka>1!, a method for the design of modal
actuators, the reduction of controller dimensionality, a
method to limit undesired sound power increases at high
frequencies, and a suggested technique to obtain radiation
modesin situ.

VI. CONCLUSIONS

In this paper methods have been presented to obtain the
most efficiently radiating vibration patterns of a plate, termed
radiation modes, by using a broadband formulation. It has
been shown that a radiation mode formulation based on a
description in the time domain can be used to arrive at effi-
cient schemes for the reduction of sound radiated from
plates. The resulting modes were called broadband radiation
modes because they are the optimum modes in a broadband
sense. This is in contrast with existing techniques that are
based on radiation modes determined at a single frequency
but that are often used to control broadband radiation.
Frequency-dependent weighting schemes for the broadband
radiation modes have been presented.

For a baffled plate, for which analytical descriptions of
relevant Green’s functions are available, it has been shown
that the radiation modes for velocity sensing obtained from a
low-pass filtered Green’s function are equivalent to conven-
tional radiation modes obtained from an averaging in the
frequency domain. A method was given to determine the
radiation modesin situ, in which case the relevant Green’s
function is usually unknown.

Finally, the broadband radiation modes were used to ob-
tain driving schemes for a configuration consisting of arrays
of piezoelectric actuators and piezoelectric sensors. Three
methods for the derivation of the driving schemes were com-
pared. It has been shown that an optimum filter based on
constraints on a special set of vibration patterns, of which the
outputs were weighted with frequency-dependent filters,
gave better results than that obtained with coefficient weight-

FIG. 6. Sound transmitted through a plate without con-
trol and with feedback control, comparing three differ-
ent feedback control strategies.
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ing and control effort weighting. These constraint patterns
were computed in such a way that they were inefficient ra-
diators at low frequencies and efficient radiators at high fre-
quencies. In addition, the new weighting scheme was found
to be less sensitive to changes in the configuration. In this
way efficient modal sensors and modal actuators can be de-
signed having a good tradeoff between large sound power
reductions in the controlled frequency range and a minimum
of increased sound power in the uncontrolled frequency
range.
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APPENDIX: COMPLETENESS OF AVERAGED
RADIATION MATRICES

In this appendix a proof is given of the completeness of
the eigenvectors of an averaged radiation matrix. In particu-
lar, it is shown that the subspace spanned by the significant
eigenvectors of an averaged radiation matrixR̄ equals the
subspace spanned by the significant eigenvectors at the high-
est frequency over which the averaging is performed. Posi-
tive angular frequenciesvk are assumed that are increasing
with index k, i.e., 0,vk,vk11 . The radiation matrixR̂~v!
is defined such thatP̂(v)5q̂H(v)R̂(v)q̂(v) is the radiated
power. Further, the radiation matrixR̂~v! at v5vk is de-
noted byRk .

Assuming an eigenvector decompositionRk5EkDkEk
T ,

with Ek5$E1
k ,E2

k ,...,Em
k % and Dk5diag$d1

k ,d2
k ,...,dm

k % a di-
agonal matrix with the eigenvalues in decreasing order, the
range ofRk is defined as the span of its significant eigenvec-
tors $E1

k ,E2
k ,...,El

k%:

rangeRk5span$E1
k ,E2

k ,...,El
k%, dp

k.e, ;pP$1,...,l %,
~A1!

wheree is a fixed positive threshold. UsingR̄5(k51
K Rk , the

range of the averaged radiation matrix is given by33

rangeR̄5range(
k51

K

Rk

5rangeR11rangeR21¯1rangeRK . ~A2!

In view of the conjecture of Borgiotti and Jones:5

rangeRk,rangeRk11~nesting property!, ~A3!

it is easily shown that Eq.~A2! leads to

rangeR̄5rangeRK , ~A4!

which is the desired result, because rangeRK provides a
complete set of basis functions for the reduction of sound
radiation for all frequencies belowvK . The above procedure
also applies to an averaging procedure based on an integral
overv instead of a summation, which, in view of the integral
of Eq. ~12! and the identificationP̂(v)5R̂(v), demonstrates
the completeness of the eigenvectorsE obtained from Eq.
~18!. For many geometries the eigenvectors ofR̄ that are
efficient radiators at low frequencies are efficient radiators

also at high frequencies. Therefore these eigenvectors are
weighted more heavily, i.e., have larger eigenvalues, than the
eigenvectors ofR̄ that are efficient radiators mainly at high
frequencies.
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In this study, a three-dimensional finite-element model~FEM! of the human middle ear was
established, including features of the middle ear which were not considered in the previous model,
i.e., the ligaments, tendons, I–S joint, loading of the cochlea, external auditory meatus~EAM!,
middle-ear cavities, etc. The unknown mechanical properties of these parts and the boundary
conditions were determined so that the impedance obtained from the FEM analysis resembled the
measurement values. The validity of this model was confirmed by comparing the motion of the
tympanic membrane and ossicles obtained by this model with the measurement data, and the effects
of the newly considered features on the numerically obtained results were examined. By taking the
ligaments and tendons into account and assuming that the cochlea acts as a damper, with this model
it was possible to realistically reproduce complex ossicular chain movement. It was found that the
middle-ear cavities did not affect the vibration mode of the tympanic membrane. Although the EAM
enhanced the sound pressure applied to the tympanic membrane compared with that at the entrance
of the EAM, the pressure distribution on the surface of the tympanic membrane was not affected by
the EAM. © 2002 Acoustical Society of America.@DOI: 10.1121/1.1451073#

PACS numbers: 43.64.Bt, 43.64.Ha, 43.64.Yp@LHC#

I. INTRODUCTION

The finite-element method~FEM! is a powerful tool for
analyzing middle-ear vibrations because the complicated
shape of the middle ear can be modeled in detail. If a com-
plete FEM model of the middle ear were constructed, spatial
variations in displacement on the tympanic membrane, three-
dimensional ossicular vibrations, and spatial pressure distri-
butions in the middle-ear cavities and external auditory me-
atus could be clarified without direct measurements, which
are difficult to perform. In addition, it would be possible to
predict how the middle-ear function is affected by various
kinds of middle-ear pathologies and to understand how indi-
vidual differences in middle-ear structures affect that func-
tion.

A number of studies have investigated the vibration
modes of the tympanic membrane and ossicles in humans
~Williams and Lesser, 1990; Wadaet al., 1992; Beeret al.,
1999; Bornitzet al., 1999; Eiber, 1999; Prendergastet al.,
1999; Ferris and Prendergast, 2000! and in animals~Funnell
et al., 1987; Ladak and Funnell, 1996! using the FEM. By
these studies, it has been shown that the FEM is advanta-
geous in the investigation of middle-ear motion. However,
some features of the middle ear have not been considered in
the models used in previous studies, e.g., complicatedly
shaped middle-ear cavities and external auditory meatus.
Furthermore, the validity of the system parameters and that
of the boundary conditions have not been sufficiently con-
firmed.

In our previous study, a three-dimensional FEM model
of the human middle ear was established~Wadaet al., 1992!.
In that model, the ossicular axis of rotation was assumed to

be fixed and the loading of the cochlea on the stapes foot-
plate was expressed by linear springs. However, Decraemer
et al. ~2000! subsequently reported that the instantaneous po-
sition of the rotation axis of the malleus varied at most fre-
quencies within a cycle because the ossicles were supported
by elastic ligaments and tendons. With regard to the loading
of the cochlea, the cochlear impedance has been estimated to
be damping dominant~Møller, 1965; Lynchet al., 1982; Ari-
tomo et al., 1987; Zwislocki, 1965; Merchantet al., 1996!.
Therefore, the numerically obtained vibration patterns of the
ossicles in the previous study were different from those
shown by the measurements, particularly at high frequencies.

In this study, the FEM model was modified to simulate
real middle-ear vibrations. In order to reproduce the complex
ossicular chain movement, the anterior malleal ligament,
posterior incudal ligament, tensor tympani tendon, stapedial
tendon, and stapedial annular ligament were modeled, and
the loading of the cochlea on the stapes footplate was ex-
pressed by the damping. The external auditory meatus, tym-
panic cavity, aditus ad antrum, and tympanic antrum were
also taken into consideration in this model in order to repro-
duce the real sound field. The unknown mechanical proper-
ties of these ligaments and tendons and the boundary condi-
tions were determined by comparing the impedance of both
the tympanic membrane and the stapes obtained by FEM
analysis with those measured in fresh cadavers. To confirm
the validity of this model, the motion of the tympanic mem-
brane and ossicles obtained with this model was compared
with that shown by the measurement data. Results indicated
which of the features newly considered by this model were
important for modeling the middle ear realistically.
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II. FINITE-ELEMENT MODEL

A. Improvements on the previous model

In the previous study, although the geometries of the
tympanic membrane and ossicles were precisely reproduced
based on the results of measurement~Kirikae, 1960; Kami-
fusa et al., 1988!, the ligaments and tendons which support
the ossicles were ignored, and the axis of rotation of the
ossicles was assumed to be a fixed straight line running from
the anterior process of the malleus to the short process of the
incus. The stiffness of the ossicular chain was simplified,
namely, it was expressed by the stiffness of the cochlea
which was represented by linear springs. Furthermore, the
effect of the middle-ear cavities and that of the external au-
ditory meatus were neglected in that model. The vibration
modes of the tympanic membrane and ossicles at low fre-
quencies resembled those shown by experimental results ex-
cept for the relatively large displacement at the tympanic
ring. However, the ossicular lever ratio was different from
the measured one, probably due to the fixed rotational axis of
the ossicles, the simplified stiffness of the ossicular chain,
and the load of the cochlea. In this study, therefore, a finite-
element program was developed, and the following features
of the FEM model were newly considered.

~a! Modeling of the ligaments and tendons.
~b! Modeling of the cochlea as damping instead of stiff-

ness.
~c! Modeling of the middle-ear cavities and the external

auditory meatus.
Furthermore, the following features were improved so that
the model more closely resembles the real middle ear.

~d! Thickness of the tympanic membrane.
~e! Boundary condition at the tympanic ring.
~f! Attachment between the tympanic membrane and

malleus.
~g! Mobility of the incudo-stapedial~I–S! joint.

B. Geometry and mechanical properties
1. View of the middle-ear model and general
parameters

Figure 1 shows a modified FEM model of the human

right middle ear. As Funnell and Laszlo~1978! mentioned
that it had not been necessary to introduce anisotropy to
establish their middle-ear model, all parts of our model were
also assumed to be isotropic. The Poisson’s ratio was as-
sumed to be 0.3. This value has been commonly used in
structural analysis, and Funnellet al. also used it in their
model.

The damping, except that of the cochlea, was expressed
by the Rayleigh damping~Funnelet al., 1987; Wadaet al.,
1992!. The system damping matrixC is given in terms of the
mass and stiffness matrices as

C5aM1bK, ~1!

whereM andK are the system mass and stiffness matrices,
respectively, anda and b are the damping parameters. The
damping ratioz is given by

z5~a/v1bv!/2, ~2!

wherev is the angular frequency. Therefore,a andb control
the damping at low and high frequencies, respectively.

The mechanical properties used in this model are sum-
marized in Table I. Some values were based on previously
reported measurement data, and the others were newly deter-
mined. Details of the model and the methods of determina-
tion of mechanical properties of each part are described sepa-
rately in the following sections.

2. Tympanic membrane

Two hundred and thirty-two flat triangular plate ele-
ments were used to represent the tympanic membrane. The
geometry of this model is the same as that of the previous
one, but the distribution of the thickness of the tympanic
membrane has been modified to more closely resemble that
of the real tympanic membrane based on dimensions ob-
tained from the study of Kamifusaet al. ~1988!. The Young’s
modulus and density of the tympanic membrane were based
on the values obtained by Wadaet al. ~1990!. In construction
of the model of the tympanic membrane, both the pars tensa
and pars flaccida were taken into consideration by assuming
the Young’s modulus of the pars flaccida to be 1/3 of that of
the pars tensa~Lesser and Williams, 1988!.

FIG. 1. FEM model of the human
right middle ear.~a! Perspective view.
1 tympanic membrane; 2 malleus; 3
incus; 4 stapes; 5 anterior malleal liga-
ment; 6 posterior incudal ligament; 7
tensor tympanic muscle; 8 stapedial
muscle; 9 stapedial annular ligament;
10 I–S joint. Boundary conditions at
the tympanic ring represented by lin-
ear springs,KL , and torsional springs,
KT . The stiffness of these springs in
the superior portion shown by light
gray is assumed to be less than that in
the inferior portion shown by dark
gray. The cochlea is simply modeled
as a damper, the coefficient of viscous
damping of which is DC . ~b! Thick-
ness distribution of the model of the
tympanic membrane. Contours are
drawn at intervals of 10mm.

1307J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Koike et al.: Modeling of the human middle ear



The boundary condition at the tympanic ring is repre-
sented by linear and torsional springs, the same as in the
previous model. However, in the previous model, uniform
springs were applied to the whole node at the periphery of
the tympanic membrane. By contrast, in this model, due to
the lack of the tympanic ring in the superior portion~Ars,
1989!, the stiffness of the springs in the superior portion
@shown by light gray in Fig. 1~a!# is assumed to be less than
that in the inferior portion~shown by dark gray!. These
spring constants were determined using the same method as
that described in the section ‘‘Determination of unknown
mechanical properties.’’

3. Tympanic membrane –malleus attachment

At the umbo, the malleus handle is embraced by the
fibrous layer of the tympanic membrane as shown in Fig.
2~a!. In contrast, a fine filament of mucosa with a fibrous
layer connects the tympanic membrane and malleus in the
middle area of the malleus handle~Grahamet al., 1978!. It is
difficult to construct this fine structure by using the FEM
because its representation requires many elements. There-
fore, in the previous model, the malleus handle was rigidly
attached to the tympanic membrane. In this model, assuming
that the tympanic membrane–malleus attachment is intimate
at the umbo and short process but tenuous in the middle of
the malleus handle, the Young’s modulus of the elements

connecting the tympanic membrane with the tip of the
malleus handle and the short process@shaded area in Fig.
2~b!# was considered to be equal to that of the tympanic
membrane, and that of the elements connecting the tympanic
membrane with the malleus between the umbo and the short

FIG. 2. Attachment of the malleus handle and tympanic membrane.~a!
Cross section of the malleus handle. The gray area shows the fibrous layer of
the tympanic membrane and mucosa.~b! FEM model of the malleus handle.
The Young’s modulus of the hatched elements is taken to be 1/1000 of that
of the shaded elements because the state of the junction varies with the
portion.

TABLE I. Mechanical properties applied to the FEM model.

Young’s modulus (N/m2)
Tympanic membrane~pars tensa!a 3.343107

Tympanic membrane~pars flaccida! 1.113107

Anterior malleal lig. 2.13107

Posterior incudal lig. 6.53105

Tensor tympanic muscle 2.63106

Stapedial annular lig. 4.93105

Stapedial muscle 5.23105

Incudostapedial joint 6.03106

Ossiclesb 1.231010

Spring constant at the tympanic ring
Linear spring~N/mm!

Superior portion 3.03103

Inferior portion 1.53105

Torsional spring~N m/m!
Superior portion 3.031025

Inferior portion 1.031024

Bulk modulus (N/m2)
Air 1.363105

Density (kg/m3)
Tympanic membranea 1.23103

Ossiclesc 2.5– 6.23103

Ligaments and tendons 2.53103

Air 1.183103

Poisson’s ratio 0.3
Damping parameters a (s21) b ~s!

Tympanic membrane 260 3.731025

Anterior malleal lig. 0.0 1.8631025

Posterior incudal lig. 0.0 1.8631025

Incudostapedial joint 0.0 5.031024

Other 0.0 3.7231024

Cochlea Dc58.9131021 Ns/m

aValues obtained by Wadaet al. ~1990!.
bValue of human humerus obtained by Evans~1973!.
cValues based on the measurement result by Kirikae~1960!.
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process@hatched area in Fig. 2~b!# was assumed to be 1/1000
of that of the tympanic membrane so that the vibration of the
tympanic membrane was practically unrestricted by the
malleus handle between the umbo and short process. This
value was confirmed numerically to be the highest at which
such an unrestricted vibration of the tympanic membrane
could be realized.

4. Ossicles, ligaments, and tendons

Sixty-six hexahedral elements were applied to the os-
sicles. The Young’s modulus and density of the ossicles were
based on the values obtained by Kirikae~1960!. In order to
reproduce the complex movements of the ossicles, the ante-
rior malleal ligament, posterior incudal ligament, tensor tym-
pani tendon, stapedial tendon, and stapedial annular ligament
were newly modeled using the hexahedral elements. The
shapes of these ligaments and tendons were determined
based on photographs of the middle-ear sections. The end
points of the ligaments and tendons including the periphery
of the stapedial annular ligament were completely fixed.

It has been reported that the malleus and incus vibrate as
a solid body~Kirikae, 1960! and that the I–S joint is loose.
In the previous model, this looseness of the I–S joint was not
considered. In this model, therefore, the malleus and incus
were rigidly connected, and a flexible I–S joint was realized
by considering the Young’s modulus of the I–S joint element
to be smaller than that of the ossicles.

The mechanical properties of the ligaments, tendons and
I–S joint were determined using the methods described in
the section ‘‘Determination of unknown mechanical proper-
ties.’’

5. Damping of the cochlea

An experimental study of cochlea impedance in the cat
~Møller, 1965! showed that the resistive component in the
normal ear is derived mainly from the cochlea. Lynchet al.
~1982! also reported that the input impedance of cats had a
constant value of 200 GV ~mks! and that its phase was zero
at frequencies from 0.5 to 8.0 kHz. Aritomoet al. ~1987!
measured the cochlear impedance of the human temporal
bone and certified that it was damping dominant at frequen-
cies from 0.6 to 2.2 kHz. Moreover, Zwislocki~1965! re-
ported that the human cochlear impedance was damping
dominant and that its value was 35 GV. Merchant et al.
~1996! also reported that the human cochlear impedance was
damping dominant at frequencies between 0.1 and 5.0 kHz.
They estimated that its value was approximately 50 GV in
the frequency region between 0.1 and 2 kHz and increased
with an increase in frequency up to 200 GV. In this study,
the loading of the cochlea on the stapes footplate was ex-
pressed by the constant dampingDC , and its value was as-
sumed to be 8.9131021 Ns/m so that the impedance of the
cochlea becomes equivalent to 50 GV.

6. Middle-ear cavities and external auditory meatus

Figure 3 shows FEM models of the middle-ear cavities
and external auditory meatus. Although the middle-ear cavi-
ties are complicated in structure, the tympanic cavity, aditus

ad antrum, and tympanic antrum are simplified and ex-
pressed by combining rectangular solids. A large difference
in volume of the middle-ear cavities exists between indi-
vidual subjects, this volume varying from approximately
2000 to 22 000 mm3 @Molvær et al. ~1978!#. However, the
volume of the tympanic cavity is within the range of about
500– 1000 mm3 ~Voss et al., 2000!. In this model, the mas-
toid cells were ignored and the air volume of the tympanic
cavity and that of the tympanic antrum were assumed to be
860 and 550 mm3, respectively, based on the dimensions ob-
tained by Kirikae~1960!. The aditus ad antrum was modeled
as a tube, and its length and cross-sectional area were taken
to be 1.3 mm and 6.25 mm2, respectively.

The external auditory meatus~EAM! is expressed as a
bent tube with rigid walls based on the dimensions obtained
through CT scanning x-ray data~Egolf et al., 1993!. The
length is considered to be 30 mm. The cross-sectional area in
front of the tympanic membrane is 61 mm2 and that at the
midpoint of the EAM is 49 mm2. The tympanic membrane
forms an angle of 50 deg to the EAM.

These air parts, i.e., the tympanic cavity, aditus ad an-
trum, tympanic antrum, and EAM, were treated as elastic
bodies without shear stiffness~Wilson et al., 1983!. The
middle-ear cavities and the EAM were modeled using 956
and 696 hexahedral elements, respectively. As these elements
are based on a pure displacement formulation, the displace-
ment compatibility and equilibrium at the air–structure inter-
face are automatically satisfied. At the boundaries between
the air and the wall of the cavities or EAM, the displacement
of air was restrained in the direction perpendicular to the
surface of the walls and free in the direction parallel to them.

C. Determination of unknown mechanical properties
1. Tympanic ring, ligaments, tendons, and I –S
joint

The spring constants at the tympanic ring and the me-
chanical properties of the ligaments, tendons, and I–S joint

FIG. 3. FEM model of the middle-ear cavities and the external auditory
meatus.~a! Tympanic cavity, aditus ad antrum, and tympanic antrum.~b!
External auditory meatus.
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are unknown. In this study, these mechanical properties, ex-
cept those of the stapedial annular ligament, were determined
by a comparison between the impedance changes at the tym-
panic membrane obtained from the FEM analysis and those
of the manipulated temporal bones, which were obtained by
sweep frequency impedance meter~SFI! ~Wadaet al., 1990,
1998!. Although a detailed description of the method of SFI
measurement has already been given~Wada and Kobayashi,
1990!, it will be briefly restated here. A sound of constant
volume displacement between 0.1 and 2.0 kHz is presented
to the EAM by an earphone installed in an SFI probe. The
sound-pressure variation at the entrance of the EAM due to
the impedance change of the tympanic membrane is detected
by the probe microphone.

Manipulations of the temporal bone were performed in
the following order.~1! The cochlea was destroyed.~2! The
I–S joint was separated.~3! The incus was removed.~4! The
tensor tympani tendon was cut.~5! The anterior malleal liga-
ment was cut.~6! The malleus was removed from the tym-
panic membrane. After each manipulation, measurement was
performed with the SFI.

Figure 4 shows the results obtained from a temporal
bone with the SFI. The horizontal axis and the vertical axis
indicate the probe frequency and the sound-pressure level in
the EAM, respectively. Before manipulation, the sound-
pressure curve~curve 1 in Fig. 4! varies considerably in the
frequency region around 1.2 kHz. This frequency region is
considered to be the resonance frequency region of the
middle ear, and the pressure difference between the mini-
mum of the curve~0.97 kHz! and its maximum~1.36 kHz!
reflects the quantity of the volume displacement of the tym-
panic membrane at the resonant frequency, i.e., the mobility
of the middle ear~Wadaet al., 1993, 1998!. Therefore, dif-
ferences among pressure curves 1–7 indicate how the reso-
nance frequency and the mobility change due to each ma-

nipulation. As the resonance frequency is mainly related to
the mass and stiffness components and the mobility is mainly
related to the damping component, the difference between
these curves reflects the difference in mass, stiffness, and
damping components contributed by each manipulated part.
Therefore, by constructing an FEM model of a manipulated
middle ear at each stage and comparing the sound-pressure
curves obtained from those models and those from the SFI
measurement, the Young’s modulus and damping parameters
of the each part can be estimated.

As one example, the process of the determination of the
Young’s modulus of the tensor tympani tendon is shown
here. The solid gray line in Fig. 5~c! shows the sound pres-
sure curve obtained from a temporal bone, the incus of which
had been removed, but the tensor tympani tendon of which
had been left intact@see the illustration on the left in Fig.
5~a!#, and the dashed gray line shows the sound-pressure
curve after the tensor tympani tendon had been cut@see the
illustration on the right in Fig. 5~a!#. These curves are the
same as curves 4 and 5 in Fig. 4, respectively. Curve 1 shows
the pressure generated at the entrance of the EAM of the
FEM model excluding the incus and tensor tympani tendon
@model on the right in Fig. 5~b!#, when a constant displace-
ment was applied to the node at the entrance of the EAM.
Curves 2 and 3 show the pressure obtained from the FEM
model excluding the incus but including the tensor tympani
tendon@model on the left in Fig. 5~b!#, when the Young’s
modulus of the tensor tympani tendon,ETT , is 2.6
3106 N/m2 and 2.63107 N/m2, respectively. WhenETT is
2.63106 N/m2, the difference between the pressure curves
obtained from the FEM models including and excluding the
tensor tympani tendon is similar to that of the measurement.
Therefore, the Young’s modulus of the tensor tympani ten-
don was determined to be 2.63106 N/m2. In the same way,
the spring constants at the tympanic ring and the Young’s
modulus and damping parameter of the ligaments, tendons,
and I–S joint were determined as shown in Table I.

2. Stapedial annular ligament

In this model, the loading of the cochlea on the stapes
footplate was expressed by damping instead of by stiffness
which was assumed in the previous model, and the stiffness
component loaded on the stapes was assumed to originate
from the stapedial annular ligament. To determine the stiff-
ness of the stapedial annular ligament, a stapes model con-
sisting of only the stapes, stapedial annular ligament, and
loading of the cochlea was established as shown in Fig. 6~a!,
and its acoustic impedance,ZSC, was compared with the
result of measurement. The volume displacement of the
stapes footplate,Vs, was obtained using this stapes model
when the constant pressure,P, was applied to the stapes
footplate.ZSC was calculated by

ZSC5P/2p f Vs. ~3!

Figure 6~b! showsZSC obtained from the FEM analysis
using a different Young’s modulus of the stapedial annular
ligament,EAL , and that measured by Merchantet al. ~1996!.
The value ofZSC obtained from the measurement decreases
with an increase in the frequency, having the minimum value

FIG. 4. Measurement results obtained from a manipulated temporal bone
with a sweep frequency impedance meter~SFI!. The vertical axis shows
relative pressure change at the entrance of the external auditory meatus due
to the impedance change of the middle ear, and the horizontal axis shows the
frequency of the probe tone. 1 before manipulation; 2 after destruction of the
cochlea; 3 I–S joint separation; 4 removal of incus; 5 cutting of the tensor
tympani tendon; 6 cutting of the anterior malleal ligament; 7 malleus, incus,
and stapes removed, tympanic membrane and tympanic ring intact.
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around 3 kHz, and then increases up to a frequency around 7
kHz. The value ofZSC and slope of the impedance curve
obtained from the FEM analysis changed according toEAL ,
especially at low frequencies. As the slope of the impedance
curve is dominated by the stiffness of the stapedial annular
ligament~Merchantet al., 1996!, the slope obtained from the
FEM analysis has to be made to agree with that of the mea-
surement by selecting an adequateEAL . When EAL54.9
3105 N/m2, althoughZSC obtained from the FEM analysis
is smaller than the measured value over the entire frequency
region, its slope is similar to that of measurement at low
frequencies. Therefore,EAL is determined to be 4.9
3105 N/m2.

III. COMPARISON WITH EXPERIMENTAL
OBSERVATIONS

To confirm the validity of the model of the middle ear
modified in this study, the vibration mode of the tympanic

membrane and ossicular motion obtained using this model
were compared with the experimental data which have al-
ready been reported.

A. Vibration mode of the tympanic membrane

Figure 7 shows the numerically obtained vibration mode
of the tympanic membrane and the one measured by
Tonndorf and Khanna~1972! at low frequency. There are
two maximal displacement amplitudes, one each in the ante-
rior and posterior portions of the numerically obtained mode,
and they are similar to those of the measured mode. Al-
though the vibration mode was unclear, Tonndorf and
Khanna reported that the vibration of the tympanic mem-
brane started to become more complex above 3 kHz. Our
results also showed a complicated mode above 3 kHz~the
vibration modes obtained from the FEM analysis at high
frequencies are shown in Fig. 12!.

FIG. 5. Effect of the Young’s modulus of the tensor tympani tendon,ETT ,
on the sound-pressure curve.~a! An example of the manipulation. The tensor
tympani tendon is cut at the portion which is attached to the malleus.~b!
FEM models corresponding to each stage of the manipulation shown in~a!.
~c! Comparison of measured and calculated pressure curves. The gray lines
show the pressure curves measured with the SFI before and after cutting of
the tensor tympani tendon. 1 pressure curve obtained from the FEM model
excluding the incus and tensor tympani tendon@model on the right in~b!#; 2
pressure curve obtained from the FEM model including the tensor tympani
tendon@model on the left in~b!# when its Young’s modulus,ETT , is 2.6
3106 N/m2; 3 pressure curve whenETT52.63107 N/m2.

FIG. 6. Acoustic input impedance of the stapes and cochlea.~a! Stapes
model.~b! Impedances of the stapes and cochlea obtained using the stapes
model when three different Young’s moduli of the stapedial annular liga-
mentEAL are used. Gray line shows the measurement result ofZSC obtained
by Merchantet al. ~1996!.

FIG. 7. Vibration modes of the tympanic membrane.~a! Numerical result.
Frequencyf 50.5 kHz. ~b! Measurement result obtained by Tonndorf and
Khanna~1972!. f 50.525 kHz.
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B. Displacements of the umbo and stapes head

Figure 8 shows the numerically obtained displacements
of the umbo and stapes head along theZ axis shown in Fig.
1 when a sound pressure of 80 dB SPL was applied to the
tympanic membrane. Gyoet al. ~1987! measured the dis-
placements of the umbo and stapes head of the temporal
bones using a video measurement system. Their results are
also shown in Fig. 8 by the dashed lines. The numerically
obtained displacement at the umbo was larger than that of the
stapes head over the entire frequency region. Both displace-
ments maintained almost constant values~8.7 and 3.8 nm,
respectively! up to 0.7 kHz and had the maximum values at
around 1 kHz. At frequencies over 1 kHz, this value de-
creased with an increase in the frequency. The displacements
obtained using the present model were smaller than those
obtained by the measurement at low frequencies. In addition,
peaks around 1 kHz in the model were clearer than those in
the measurement. These results mean that the total stiffness
of the model was greater than that of the temporal bone used
in the measurement and that the damping of the model was
less than that in the temporal bone. However, Aritomo~1989!
reported that the individual difference in displacement of
both the umbo and stapes was larger at low frequencies
~more than 2 times! and that some temporal bones showed a
clear peak in amplitude at resonance frequency. Therefore, it
was considered that the differences mentioned above were
within the permissible range.

C. Vibration mode of the ossicles

Figure 9 depicts the vibration mode of the ossicles and
loci of the tip of the malleus handle and the stapes head at
0.1, 2.0, and 4.0 kHz. At low frequencies around 0.1 kHz, the
ossicles rotated around the fixed axis between the anterior
malleal ligament and the posterior incudal ligament, and the
tip of the malleus and stapes head had piston-like move-
ments. With an increase in the frequency, the end of this axis
of the malleus side shifted to the upper part of the malleus. In
this state, neither end of the axis was fixed, and the axis
moved within a cycle at this frequency as shown in Fig. 9~b!.

As a result, the tip of the malleus and stapes head had ellip-
tical movements in addition to the piston-like movements.
From 2.0 to 8.0 kHz, the axis of rotation shifted to the upper
part of the ossicles, and the tip of the malleus and stapes
head again manifested the piston-like movements.

Decraemeret al. ~2000! reported that a fixed rotation
axis was found only at low frequencies and that both the
anterior process of the malleus and the posterior incudal pro-
cess were not stationary at high frequencies in cats. Aritomo
~1989! reported that the umbo and stapes head had piston-
like movements at 0.1 kHz, which became elliptical with an
increase in the frequency. Our results are in good agreement
with these previous experimental results. However, at high
frequencies, the axis of rotation is fixed again at the upper
part of the ossicles in this FEM analysis, and this phenom-
enon was not detected by the measurements. Future experi-
mental measurements could be designed to test the high-
frequency axis of rotation in the human ear.

D. Lever ratio

Figure 10 shows the numerically obtained ossicular le-
ver ratio using two different values of the cochlear damping,
i.e., DC58.9131021 and 0 N/m2. In this study, the lever
ratio LR5AU /AS was defined as the ratio of the displace-
ment of the umbo,AU , along theZ axis to that of the stapes
head,AS. The dashed lines in Fig. 10 show the lever ratio
obtained by measuring the ossicular displacement before and
after destruction of the cochlea~Gyo et al., 1987!.

WhenDC58.9131021 Ns/m, the numerically obtained
lever ratio was nearly constant in the low-frequency region
below 1.0 kHz. In the frequency region between 1.0 and 2.0
kHz, the lever ratio increased with an increase in the fre-
quency and showed a maximum at 2.0 kHz. At frequencies
higher than 2.0 kHz, the lever ratio decreased. By contrast,
whenDC50 Ns/m, the lever ratio was lower than that when
DC58.9131021 Ns/m at high frequencies over 1.0 kHz, al-
though both values were very similar below 1.0 kHz.

As depicted in Fig. 10, the ossicular lever ratio in the
case of the intact cochlea had a maximum around 2.0 kHz.
The movement of the rotation axis explains this phenom-
enon. As shown in Fig. 11, at low frequencies, the ossicles
have rotation axisA, and the ratio of the distance between
the rotational axis and the tip of the malleus handleLAM to
that between the same axis and the I–S jointLAI is expressed
by RA5LAM /LAI . Around 2.0 kHz, the axis leans like axis
B and the ratio is expressed byRB5LBM /LBI . Figure 11
clearly shows thatRB is larger thanRA and leads to an ex-
planation of why the ossicular lever ratio has a maximum
around 2.0 kHz as shown in Fig. 10.

IV. EFFECT OF THE NEWLY CONSIDERED FEATURES
ON THE RESULTS PREDICTED BY THE MODEL

In the present model, some features have been newly
considered or improved compared with the previous model
~Wadaet al., 1992! as explained in Sec. II. In this section,
their effects on model predictions are summarized.

FIG. 8. Displacements of the umbo and stapes head. Sound pressure in front
of the tympanic membrane is 80 dB SPL. The solid lines and dashed lines
show the results obtained by FEM analysis and the measurement result
obtained by Gyoet al. ~1987!, respectively. As the original measurement
results are those when a sound pressure of 124 dB SPL was applied to the
tympanic membrane, they are converted assuming the linearity of the
middle-ear vibration.
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FIG. 9. Rotation axis of the ossicular
chain. Loci of the tip of the malleus
handle and the stapes head which are
projected onto the X–Z plane, the axis
directions of which are shown in Fig.
1, are depicted by ellipses. The origin
of the coordinate axis of each graph is
moved to the center of vibration of
each part. Numbers on the loci repre-
sent the passage of time.~a! Fre-
quency f 50.1 kHz. The ossicles ro-
tate around the fixed axis between the
anterior malleal ligament and the pos-
terior incudal ligament. The tip of the
malleus and stapes head have piston-
like movements.~b! f 52.0 kHz. The
end of the axis of the malleus side ex-
ists in the upper part of the malleus.
Neither end of the axis is fixed, and
the axis moves within a cycle. The tip
of the malleus and the stapes head
have elliptical movements.~c! f
54.0 kHz. A fixed axis exists at the
upper part of the ossicles.

FIG. 10. Ossicular lever ratio versus frequency. The solid lines exhibit the
numerical results obtained using two different values of the cochlear damp-
ing, DC . The dashed lines demonstrate the measurement results obtained by
Gyo et al. ~1987! before and after destruction of the cochlea.

FIG. 11. Variation in the ossicular lever ratio caused by the change of the
rotation axis.
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A. Modification of the tympanic membrane model

In the previous model, a relatively large displacement at
the tympanic ring was shown, which was not in agreement
with the measurement result of the vibration mode of the
tympanic membrane by Tonndorf and Khanna~1972!. This
discrepancy was caused by the application of soft uniform
springs to the periphery of the tympanic ring as a boundary
condition. In the new model, as the spring constant in the
inferior portion of the tympanic membrane was taken to be
greater than that in the previous model, this unsuitable large
displacement was reduced.

As shown in Fig. 7, not only the displacement at the
tympanic ring, but also the overall vibration mode of the
tympanic membrane became similar to the measurement by
modifying the distribution of the thickness of the tympanic
membrane to more closely resemble that of a real membrane.
By contrast, although the displacement distribution around
the malleus handle was slightly changed, the modification of
the attachment between the malleus handle and the tympanic
membrane did not greatly influence the vibration mode and
displacement of the tympanic membrane.

B. Modeling of the ligaments, tendons, and I–S joint

In the previous model, as the ossicular axis of rotation
was assumed to be fixed, the complex vibration modes of the
ossicles shown in Fig. 9 were not reproduced. In the present
model, by supporting the ossicles with the elastic ligaments
and tendons and by assuming a loose I–S joint, the degree of
restriction on ossicular motion was reduced, and although the
validity of the vibration mode at high frequency has not been
confirmed, it was possible to simulate realistic vibration of
the ossicles. In particular, the stiffness of the I–S joint af-
fected the middle-ear resonance frequency and ossicular le-
ver ratio, and the stiffness of the anterior malleal ligament
and the posterior incudal ligament affected the vibration
mode of the ossicles. The complex movement of the ossicles

was simplified when both stiffnesses were increased. There-
fore, it is concluded that consideration of the elastic bound-
ary condition of the ossicles is indispensable in the modeling
of the middle ear.

C. Modeling of the cochlea as a damper instead of a
spring

In our previous study~Wadaet al., 1992!, the frequency
characteristics of the numerically obtained ossicular lever ra-
tio were different from those obtained by measurement of the
temporal bone because the axis of rotation was assumed to
be fixed and the loading of the cochlea on the stapes foot-
plate was expressed by linear springs. In contrast, by model-
ing the ligament and tendons and assuming damping of the
cochlea, the numerical and measurement results were in
good agreement as shown in Fig. 10. Especially, the effect of
the cochlear damping on the lever ratio at high frequencies
was remarkable, and the lever ratio which increases with an
increase in frequency could not be reproduced without as-
suming the cochlea to be a damper.

D. Effect of the middle-ear cavities on vibration of the
tympanic membrane

In our previous model, the middle-ear cavities were not
modeled. In this section, the effect of the middle-ear cavities
on vibration of each portion of the tympanic membrane was
examined. Figure 12 shows the vibration modes of the tym-
panic membrane viewed from the EAM before and after
opening the middle-ear cavities. In this study, the vibration
of the tympanic membrane after the cavities had been opened
were obtained using a model which consists of the tympanic
membrane, ossicles, ligaments, and tendons, but does not
include the air elements. Before opening of the cavities, there
were two maximal displacement amplitudes in the posterior
and anterior portions at 0.85 kHz. The large-amplitude area
in the posterior portion shifted to the inferior portion with an

FIG. 12. Vibration modes of the tympanic membrane
before and after opening of the middle-ear cavities.
Sound pressure in front of the tympanic membrane is
80 dB SPL.
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increase in the stimulus frequency. At frequencies above 4
kHz, several small local maxima were seen at the pars tensa
with complicated vibration modes. The vibration mode of the
tympanic membrane after the cavities had been opened was
similar to that before opening. However, a difference was
found in the displacement of each portion of the tympanic
membrane.

Figures 13~a! and ~b! show the frequency responses of
the displacement amplitudes at the anterior, posterior, and
inferior portions of the tympanic membrane and umbo before
and after the cavities had been opened, respectively, and Fig.
13~c! shows the ratio of the displacement of the open cavities
to that of the closed cavities. When the cavities were closed,
the posterior~curve 2! and inferior~curve 3! portions of the
tympanic membrane showed a maximum displacement am-
plitude at around 1.2 and 2.0 kHz, respectively, and the an-
terior portion~curve 1! had two maxima at both frequencies.
The displacement amplitude of the umbo~curve 4! had a

maximum at 1.2 kHz and was smaller than those of the other
portions. When the cavities were open@Fig. 13~b!#, although
the general tendency in the frequency response of the dis-
placement at each point was nearly the same as that when the
cavities were closed, the peak of each response curve shifted
to a lower frequency. As shown in Fig. 13~c!, the displace-
ment amplitudes of the tympanic membrane after the cavities
had been opened were approximately two times larger than
those before opening at frequencies below about 1.5 kHz. By
contrast, the difference between them was small at high fre-
quencies.

It has been reported that the effect of the middle-ear
cavities on the vibration of the tympanic membrane is re-
markable at low frequencies and that it behaves as a spring
~Kirikae, 1960; Zwislocki, 1962; Vosset al., 2000!. In our
results, the displacement of each part of the tympanic mem-
brane was suppressed only at low frequencies when the
middle-ear cavities were closed, because of the stiffness
component contributed by the cavities to the tympanic mem-
brane. However, the degree of the suppression at the inferior
portion of the tympanic membrane was approximately 20
percent smaller than those at the other three portions@see
Fig. 13~c!#. The reason why this difference occurs is unclear.

E. Pressure distribution in the external auditory
meatus

The modeling of the complicatedly shaped EAM is also
a new feature of this model compared with the previous one.
In this section, therefore, its effect on the sound field in front
of the tympanic membrane is examined. Figure 14 shows the

FIG. 14. Effect of the external auditory meatus on the pressure in front of
the tympanic membrane.~a! Shape of the external auditory meatus.~b!
Pressure gain caused by the external auditory meatus.

FIG. 13. Frequency response of the tympanic membrane vibration. Sound
pressure in front of the tympanic membrane is 80 dB SPL.~a! Displacement
amplitude when the middle-ear cavities are closed. 1 anterior portion; 2
posterior portion; 3 inferior portion; 4 umbo.~b! Displacement amplitude
when the middle-ear cavities are open.~c! Displacement ratio of the dis-
placements for the open and closed cavities.
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numerically obtained ratio of the pressure at a distance of 2
mm from the umbo to that applied to the entrance of the
EAM, which is complicated in shape as shown in Fig. 2. The
ratio calculated using a simple-shaped EAM is also shown
for comparison. The cross-sectional area of the simple-
shaped EAM is constant and its length is the same as that of
the complicatedly shaped EAM. The sound pressure at the
tympanic membrane increased with an increase in frequency
and had a peak around 2–3 kHz due to the resonance of the
EAM.

The EAM is a kind of sound tube, and it has been re-
ported that the resonance frequency of the EAM is different
according to its length and that the pressure in front of the
tympanic membrane becomes higher than that at the entrance
of the EAM ~Smith and Vernon, 1976!. In addition, our re-
sults suggest that not only the length of the EAM but also the
degree of complication in the shape of the EAM affects this
pressure enhancement. As shown in Fig. 14, the resonance
frequency of the EAM is affected by the change of the cross-
sectional area, and the resonance of the complicatedly
shaped EAM is lower than that of the straight one. The im-
pedance of the air in the EAM mainly consists of a stiffness
component, the same as in the case of the middle-ear cavity.
However, at the narrow part of the EAM, it consists of not
only the stiffness component but also a mass component.
This mass component which exists in a realistically shaped
EAM is thought to lower its resonance. Therefore, it is sug-
gested that in case of an even more complicatedly shaped
EAM, the relationship between the pressure at the entrance
of the EAM and that in front of the tympanic membrane is
more complicated. This matter should be taken into account
when performing a hearing test or OAE measurement.

Figure 15 shows the pressure distribution in front of the
tympanic membrane when a pressure of 80 dB is applied to
the entrance of the EAM. The distribution of the pressure
was almost uniform over the whole surface of the tympanic
membrane at 0.1 kHz. Although the pressure at the center of
the tympanic membrane was greater than that at the periph-
eral part at 7.0 kHz, the difference was within 2 dB. There-
fore, the effect of the EAM on the pressure distribution in
front of the tympanic membrane can be ignored in the fre-
quency region below 7.0 kHz.

V. CONCLUSIONS

Our previously reported three-dimensional FEM model
of a human middle ear was modified by including some new

features, i.e., modeling of the ligaments, tendons, I–S joint,
external auditory meatus, and middle-ear cavities, and by
changing the distribution of the thickness and boundary con-
dition of the tympanic membrane and the state of attachment
of the malleus handle to the tympanic membrane. The un-
known mechanical properties and the boundary condition of
each part were determined by comparing the impedance of
both the tympanic membrane and the stapes obtained by the
FEM analysis with those measured in fresh cadavers. The
effects of the newly considered features on the results pre-
dicted by the model were as follows.

~1! By modeling the ligaments, tendons, and I–S joint and
by assuming the cochlea to be a damper, the new model
presented in this report was able to reproduce complex
ossicular chain movement and lever ratio. Therefore, the
elastic condition at the ligaments, tendons, and I–S joint,
and the damping of the cochlea are necessary in order to
simulate the ossicular vibrations.

~2! The middle-ear cavities suppress the tympanic mem-
brane vibration amplitude below 1.5 kHz. However, the
overall vibration mode of the tympanic membrane was
not remarkably changed before and after the middle-ear
cavities had been opened.

~3! The frequency response of the ratio of the pressure in
front of the tympanic membrane to that applied to the
entrance of the external auditory meatus varies with its
cross-sectional shape. However, the external auditory
meatus does not affect the distribution of the pressure on
the surface of the tympanic membrane.

The model herein presented is believed to have high
validity and to be able to simulate the dynamic behavior of
the middle ear realistically. This model, therefore, makes it
possible to predict the middle-ear function in ears with vari-
ous kinds of middle-ear pathologies.
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This study examines the usefulness of the upward chirp stimulus developed by Dauet al. @J. Acoust.
Soc. Am. 107, 1530–1540~2000!# for retrieving frequency-specific information. The chirp was
designed to produce simultaneous displacement maxima along the cochlear partition by
compensating for frequency-dependent traveling-time differences. In the first experiment, auditory
brainstem responses~ABR! elicited by the click and the broadband chirp were obtained in the
presence of high-pass masking noise, with cutoff frequencies of 0.5, 1, 2, 4, and 8 kHz. Results
revealed a larger wave-V amplitude for chirp than for click stimulation in all masking conditions.
Wave-V amplitude for the chirp increased continuously with increasing high-pass cutoff frequency
while it remains nearly constant for the click for cutoff frequencies greater than 1 kHz. The same
two stimuli were tested in the presence of a notched-noise masker with one-octave wide spectral
notches corresponding to the cutoff frequencies used in the first experiment. The recordings were
compared with derived responses, calculated offline, from the high-pass masking conditions. No
significant difference in response amplitude between click and chirp stimulation was found for the
notched-noise responses as well as for the derived responses. In the second experiment, responses
were obtained using narrow-band stimuli. A low-frequency chirp and a 250-Hz tone pulse with
comparable duration and magnitude spectrum were used as stimuli. The narrow-band chirp elicited
a larger response amplitude than the tone pulse at low and medium stimulation levels. Overall, the
results of the present study further demonstrate the importance of considering peripheral processing
for the formation of ABR. The chirp might be of particular interest for assessing low-frequency
information. © 2002 Acoustical Society of America.@DOI: 10.1121/1.1433805#

PACS numbers: 43.64.Qh, 43.64.Ri, 43.64.Bt@LHC#

I. INTRODUCTION

A number of direct and indirect approaches have been
used for retrieving frequency-specific information from the
auditory brainstem responses~ABR!. These approaches in-
clude different stimulus paradigms as well as different signal
processing techniques. Stimulation with filtered clicks or dif-
ferent tone pulses is normally used, and selective masking
techniques are generally employed. A limiting factor for elic-
iting frequency-specific ABR in the frequency region below
2 kHz is related to cochlea mechanics and to the time-
frequency uncertainty principle applied to the acoustic stimu-
lus.

A straightforward approach to obtaining frequency-
specific ABR has been the stimulation by brief tone pulses
with a short rise and fall time~e.g., Koderaet al., 1977;
Suzukiet al., 1977; Klein and Teas, 1978; Coatset al., 1979;
Purdy et al., 1989; Conijnet al., 1993; Beattie and Torre,
1997; Bunkeet al., 1998!. As a compromise between fre-
quency specificity and sufficient synchronization capability
of the stimulus, Davis~1976! suggested the use of tone
pulses with rise and fall times equal to two cycles of the
stimulus frequency, and a plateau time equal to one cycle. It
was found that high-frequency pulses~2 kHz and higher!
elicit ABR which are similar to click-evoked responses~e.g.,
Terkildsenet al., 1975; Gorgaet al., 1985; Laukli and Mair,
1986; Kileny, 1981; Conijnet al., 1992b; van der Drift,
1987!. Second, it has been shown that low-frequency pulses

~below 2 kHz! of higher intensity, however, elicit ABR
which include strong contributions originating from the more
basal regions of the cochlea~e.g., Beattie and Kennedy,
1992; Gorga and Thornton, 1989!. On the other hand, re-
sponses evoked by less intense low-frequency tone pulses are
difficult to identify since the larger rise time required to ob-
tain a sufficient narrow bandwidth of the acoustic stimulus is
not effective in synchronizing neural discharges~Kramer and
Teas, 1979; Laukli and Mair, 1986; Hokeet al., 1991!.
Therefore, it was argued that ABR elicited by stimulation
with brief tone pulses of frequencies below about 2 kHz are
only poor predictors of low-frequency behavioral thresholds
~Debruyene, 1982; Davis and Hirsh, 1976; Laukli, 1983a, b;
Laukli et al., 1988; Laukli and Mair, 1986; Scherg and Volk,
1983; Sohmer and Kinarti, 1984; Weber, 1987!.

As a consequence, masking techniques have been sug-
gested as an appropriate paradigm to obtain frequency-
specific responses. The masker serves either to eliminate un-
wanted non-frequency-specific contributions to the ABR by
selectively masking regions of the cochlea which are outside
the region to be stimulated; e.g., by notched-noise masking
or high-pass noise masking~Terkildsenet al., 1975; Picton
et al., 1979; Stapells and Picton, 1981; Pratt and Bleich,
1982; Jacobson, 1983; Stapellset al., 1990; Beattie and
Kennedy, 1992; Beattieet al., 1992; Conijnet al., 1992a, b;
Abdala and Folsom, 1995a, b; Oates and Stapells, 1997a!.
Alternatively, the neural activity in specified cochlea regions
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can be selectively suppressed by computing off-line the dif-
ference waveform between the masked and unmasked re-
sponses, e.g., derived response technique~Don and Egger-
mont, 1978; Eggermont, 1976; Eggermont and Don, 1980;
Kramer, 1992; Nousak and Stapells, 1992; Donaldson and
Ruth, 1993; Donet al., 1994, 1997; Oates and Stapells,
1997b! or pure-tone masking~Folsom, 1984, 1985; Pantev
et al., 1985; Klein, 1983; Klein and Mills, 1981a, b; Mack-
ersieet al., 1993; Wu and Stapells, 1994!.

Using the high-pass noise masking derived ABR tech-
nique, Donet al. ~1994! investigated the effect of the tem-
poral variability in the neural conduction time and the effect
of variability in the cochlear response times on wave-V am-
plitude of the compounded ABR to clicks. They adjusted for
differences in neural conduction time~I-V delay! through
compression or expansion of the derived response times and
adjusted for differences in the cochlear response times
through ~individual! shifts of the derived ABR waveforms.
Compensation for the I-V variability had little effect while
compensation for cochlear response times greatly affected
the amplitude of wave V of the compounded ABR. The study
demonstrated the powerful influence of the temporal aspects
of cochlear activation and response times on the component
amplitude of the compounded ABR.

Recently, Dauet al. ~2000! developed an upward chirp
stimulus that theoretically produces simultaneous displace-
ment maxima by canceling traveling-time differences along
the cochlear partition. The equations determining the tempo-
ral course of the chirp were derived on the basis of a cochlea
model~de Boer, 1980! and were calculated to be the inverse
of the delay-line characteristic of the human cochlea parti-
tion. The fundamental relationship between stimulus fre-
quency and place of maximum displacement was taken from
Greenwood~1990!. ABR evoked by the broadband chirp
showed a larger wave-V amplitude than click-evoked re-
sponses. Dauet al. ~2000! demonstrated that the ABR is not
an electrophysiological event purely evoked by onset or off-
set of an acoustic stimulus, but that an appropriate temporal
organization, determined by basilar-membrane traveling-
wave properties, may significantly increase synchrony of
neural discharges. The use of the upward broadband chirp
enables the extension of activity to lower frequency regions
whereas click synchrony is decreased in accordance with de-
creasing traveling velocity in the apical region of the co-
chlea.

The present article examines the usefulness of this chirp
for estimating frequency-specific information. In the first ex-
periment, ABR evoked by the broadband chirp in the pres-
ence of high-pass and notched-noise masking are compared
with corresponding click-evoked responses for the same sub-
jects. The second experiment investigates ABR obtained with
narrow-band stimuli: Responses elicited by a low-frequency
chirp are compared with tone-pulse evoked responses
whereby the chirp and the tone pulse were designed to have
similar duration and magnitude spectrum so that they mainly
differ in their phase characteristic. The role of cochlear pro-
cessing for brainstem responses and the possible application
of the chirp for assessing low-frequency information are con-
sidered.

II. METHOD

A. Subjects

Nine normal-hearing subjects~one female and eight
male! with audiometric thresholds of 15 dB HL or better and
no history of hearing problems participated in the experi-
ments. All subjects were between 24 and 36 years of age, and
either volunteered or were paid for the experiment.

B. Apparatus

The experiments were carried out with a PC-based com-
puter system which controlled stimulus presentation and re-
cording of evoked potentials. A DSP-card~Ariel DSP32C!
converted the digitally generated stimulus~25 kHz, 16 bit! to
an analog waveform.

The masking noise in the two experiments was gener-
ated by feeding broadband white noise from a random noise
generator~TDT WG2! to two cascaded filters~TDT PF1!.
The output of the second filter was attenuated~TDT PA4!
and then added to the stimulus by a signal mixer~TDT
SM3!. The output of the signal mixer was connected to a
digitally controlled audiometric amplifier, which presented
the stimulus through an insert earphone~Etymotic Research
ER-2! to the subject.

Electroencephalic activity was recorded from the scalp
via silver/silver chloride electrodes, attached to the vertex
~positive! and the ipsilateral mastoid~negative!. The fore-
head served as the site for the ground electrode. Interelec-
trode impedance was maintained below 5 kV. Responses
were amplified~80 dB! and filtered~95–1640 Hz, 6 dB/oct!
with a commercially available ABR preamplifier~Hortmann
Neurootometrie!.1 Extra amplification~Kemo VBF/40! was
used to reach the optimum range for the A/D-converter. This
amplification was in the range from 10 to 16 dB, resulting in
a total amplification of 90–96 dB. The amplified signal was
digitized by the DSP-card~25 kHz, 16 bit!, which also per-
formed artifact rejection and signal averaging. Responses
were recorded for 40 ms following the stimulus onset.

C. Stimuli and procedure

All chirp stimuli used in the present study were gener-
ated on the basis of the equations described in Dauet al.
~2000!. In the first two experiments, a broadband chirp was
used with a magnitude spectrum corresponding to that of the
click. This chirp thus represents the ‘‘flat-spectrum’’ chirp as
defined in Dauet al. ~2000!. Its nominal edge frequencies are
0.1 and 10.4 kHz, resulting in a duration of 10.48 ms. The
chirp started and ended in zero phase and no windowing was
applied. Figure 1~upper panel! shows the digital waveform
of the chirp~solid curve!. The corresponding acoustic spec-
trum is given in the lower panel of the figure. Waveform and
corresponding acoustic spectrum of the 80-ms click are indi-
cated as dashed curves in Fig. 1. The spectra were obtained
by coupling the ER-2 insert earphone to a Bru¨el and Kjær ear
simulator ~type 4157! with a 1

2-in. condensor microphone
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~type 4134!, a 2669 preamplifier, and a 2610 measuring am-
plifier. The spectra were derived from fast Fourier transforms
~FFTs! of 100-trial time-domain averages of the stimulus
over an analysis time of 64 ms using a sampling rate of 25
kHz ~Stanford Research System SR780!. The waveforms
were not windowed prior to FFT. In the recordings, both
stimuli were presented at a stimulation level of 40 dB HL,
corresponding to a peak-equivalent sound pressure level of
87 dB for the click and 80 dB for the chirp stimulus. This
7-dB difference between click and chirp sound pressure level
reflects temporal integration of signal energy involved in be-
havioral threshold measures that probably occurs at more
central stages of auditory processing and is most likely not
reflected in ABR. The level of only 40 dB HL was chosen for
two reasons:~i! chirp and click still exhibit a clearly detect-
able wave V~Dauet al., 2000! when presented without noise
masking, and~ii ! the overall level and loudness of the stimuli
in combination with additional high-pass or notched-noise
maskers remain within a comfortable range.

In the second part of the study, ABR were obtained us-
ing a low-frequency chirp with nominal edge frequencies of
100 and 480 Hz. Results were compared with ABR obtained
with a 250-Hz tone pulse. Figure 2 shows the digital tempo-
ral course~upper panel! and the corresponding acoustic mag-
nitude spectrum~lower panel! of the low-frequency chirp
~solid curve! and the tone pulse~dashed curve!. Both stimuli
were designed to exhibit three ‘‘half waves’’ beginning and
ending with zero. The tone-pulse frequency was chosen in
such a way that duration and magnitude spectrum were simi-
lar to those of the low-frequency chirp. As can be seen in the
lower panel of Fig. 2, the magnitude spectrum of the tone
pulse is slightly narrower than that of the low-frequency
chirp with the largest differences occurring at frequencies
below about 100 Hz. The stimulation level was varied be-
tween 20 and 40 dB HL, in 5-dB steps. The peak-equivalent

sound pressure level at hearing threshold~0 dB HL! was 40
dB for the tone pulse and 42 dB for the low-frequency chirp.

To determine the hearing level for the different stimuli,
the absolute hearing thresholds were measured individually
with an adaptive alternative forced choice~3AFC! procedure.
The average over all subjects in the present study was con-
sidered as representing 0 dB HL.

The subject lay on a couch in an electrically shielded,
soundproof room, and electrodes were attached. The subject
was instructed to keep movement at a minimum, and to sleep
if possible. The lights were turned out at the beginning of the
session. Each session lasted between 1 and 2 h, depending on
the subject’s ability to remain still. The ear of stimulation
was chosen randomly, i.e., for each subject one ear was cho-
sen and then maintained. The acoustic signals were delivered
at a repetition rate of 20 Hz for all stimulus conditions. A
temporal jitter of 62 ms was introduced to minimize re-
sponse superimposition from preceding stimuli. Thus the re-
sulting interstimulus interval~ISI! was equally distributed
between 48 and 52 ms. Each trial consisted of 3000 aver-
ages. For each stimulus condition, two independent trials
were stored in separate buffers. These are illustrated as su-
perimposed waveforms in the figures to show response rep-
licability.

D. Experimental masking paradigms

Two different experimental masking paradigms were
used in the first part of the study for retrieving frequency-
specific activity: derived responses obtained with the proce-
dure proposed by Don and Eggermont~1978! and responses
obtained with the notched-noise masking method. Responses
to the broadband chirp were compared with corresponding
click-evoked responses. In the present study, white noise was

FIG. 1. Temporal course~upper panel! and acoustic spectra~lower panel! of
the chirp~solid line! and the click~dashed line! used in experiment 1. The
chirp was defined in Dauet al. ~2000! as ‘‘flat-spectrum chirp.’’ Its acoustic
spectrum is similar to that of the click stimulus.

FIG. 2. Temporal course~upper panel! and acoustic spectra~lower panel! of
the low-frequency stimuli used in experiment 2. The narrowband chirp
~solid curve! and the 250-Hz tone pulse~dashed curve! were designed to
exhibit three ‘‘half-waves’’ beginning and ending with zeros. The tone-pulse
frequency was chosen in such a way that duration and magnitude spectrum
were similar to those of the chirp.
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used as the masker which is different from the study of Don
and Eggermont where pink noise was used.2 In a first step,
the level of unfiltered broadband noise which was sufficient
to obliterate the brainstem response was determined and this
‘‘masked’’ activity was recorded~Purdyet al., 1989; Conijn
et al., 1990, 1992a!. This was done for a stimulus level of 40
dB HL. Without changing any attenuation levels, the brain-
stem responses were recorded with this noise filtered in the
following way: In case of the derived-response method, the
noise was high-pass filtered at values in the order 0.5, 1, 2, 4,
and 8 kHz. Then, including the unmasked~no noise! and the
completely masked responses, a total of seven recordings
were obtained and stored. By successively subtracting re-
sponse waveforms obtained in noise with high-pass cutoff
frequencies separated by one octave, the narrow-band contri-
butions to the ABR were obtained off-line, as suggested by
Don and Eggermont~1978!. In the case of the notched-noise
method, the spectral notches of the noise were represented by
the octave-wide regions at 0.5–1 kHz, 1–2 kHz, 2–4 kHz,
and 4–8 kHz, respectively. These notches represent those
spectral regions from which stimulus-evoked activity can ef-
fectively contribute to the recorded ABR. The spectrum lev-
els of both high-pass noise and notched noise were nearly the
same in the two experimental conditions~click: 32.6 dB,
chirp: 32.5 dB!.

In the second part of the study, responses evoked by the
low-frequency chirp and the tone pulse were obtained. In
order to ensure that neurons from more basal portions of the
cochlea do not contribute to the evoked response, an addi-
tional set of recordings was obtained for the same stimuli
with additional high-pass noise masking. The level of the
unfiltered broadband noise which was sufficient to obliterate
the brainstem response of the 40-dB HL signal was deter-

mined in a first step. Recordings were obtained using the
noise high-pass filtered at 1 kHz without changing any at-
tenuation levels. For the remaining signal levels it was as-
sumed that the signal-to-noise ratio at ‘‘masked threshold’’
remains the same. Such a strategy has also been used by
other investigators~e.g., Conijnet al., 1990, 1992a!.

E. Statistical analysis

Wave-V peak-to-peak amplitude was analyzed in all
stimulus conditions. The amplitude was measured from the
peak to the largest negativity following it. For each condi-
tion, wave-V amplitude was averaged across subjects. A Wil-
coxon matched-pairs signed-rank test (a50.05) was per-
formed to verify whether the response amplitude differed
significantly for the two comparison stimuli. Throughout the
present article, responses are shown for sample subjects.
Mean data for wave-V amplitude, averaged across the nine
subjects, are summarized in additional figures.

III. RESULTS

A. Click- versus chirp-evoked responses using noise
masking

The left panel of Fig. 3 shows, for subject CR, a series
of brainstem responses to the click obtained in the presence
of high-pass noise. As a reference, the unmasked response is
shown as the top curve~indicated as ‘‘inf’’! in the figure.
Wave-V is the only clear peak in the unmasked as well as in
most of the noise masking conditions. However, wave-V am-
plitude is strongly reduced or absent for noise cutoff frequen-
cies below 2 kHz. These observations are consistent with the
results of Don and Eggermont~1978! apart from the fact that

FIG. 3. Individual ABR evoked by the
click ~left panel! and the chirp~right
panel! in the presence of high-pass
noise masking. Parameter is the cutoff
frequency of the noise. The unmasked
responses~‘‘inf’’ ! are plotted on the
top. To show response variability, the
waveforms of the two independent
buffers ~3000 averages each! are
shown on top of each other. The
stimulus level was 40 dB HL. The
stimulus presentation rate was 20/s.
Subject: CR.
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their potential waveforms exhibited a larger wave-V ampli-
tude and more distinct earlier waves I and III for the un-
masked response caused by the higher stimulation level they
used~60 dB SL instead of 40 dB in the present study!. The
dashed vertical line in Fig. 3 indicates wave-V latency for
the unmasked response. As expected, there is a gradual in-
crease in latency for the wave-V peaks as the high-pass cut-
off frequency decreases, since the nonmasked contributions
to the ABR are located in more and more apical portions of
the cochlea~e.g., Laukli, 1983b; Burkard and Hecox, 1983;
Don et al., 1994!.

The right panel of Fig. 3 shows the corresponding po-
tential patterns evoked by the broadband chirp. Wave-V is
clearly detectable in all conditions and larger than the click-
evoked amplitude. The earlier waves~particularly wave III!
are visible in the unmasked condition~top curve! and for the
8-kHz masking condition. Wave-V latency is roughly con-
stant across all conditions. This latter finding was expected
because of the specific phase characteristic of the chirp
stimulus which was designed to compensate for travel-time
differences on the BM~Dau et al., 2000!.

Figure 4 shows the mean results for click and chirp

stimulation, averaged across the nine subjects. The left panel
shows wave-V amplitude for the click~circles! and for the
chirp ~triangles!, as a function of the cutoff frequency of the
noise masker. For the click, wave-V amplitude increases with
increasing cutoff frequency up to 2 kHz but tends to saturate
for higher frequencies. In contrast, for the chirp wave-V am-
plitude increases continuously with increasing cutoff fre-
quency. The chirp-evoked wave-V amplitude is significantly
larger than the click-evoked one in all conditions (N59,
a50.05). The right panel of Fig. 4 shows the mean values
for wave-V latency. It can be seen that for the click~circles!
the latency decreases with increasing masker cutoff fre-
quency while it remains roughly constant for the chirp~tri-
angles!.

Figure 5 shows the derived responses for subject CR,
obtained by successively subtracting the responses from
Fig. 3. The left panel shows results for the click and the right
panel represents corresponding results for the chirp. Even
though wave-V amplitudes of all responses from the high-
pass masking conditions~from Fig. 3! were larger for the
chirp than for the click, the amplitude of the largest compo-
nent of the derived responses in Fig. 5 is similar for the two
stimuli, or even larger for the click. The mean data for
wave-V amplitude are shown in Fig. 7~left panel!. Statistical
analysis revealed no significant difference between the re-
sponse amplitudes obtained with click and chirp.

Finally, Fig. 6 shows click- and chirp-evoked responses
obtained in the presence of a notched-noise~NN! masker.
The response amplitudes are smaller than for the derived
responses. This is most likely a consequence of the spread of
excitation into the notch especially from the low-frequency
noise band of the masker. The low-frequency part of the
noise reduces the effective depth of the notch which is a
much larger effect than the downward spread from the upper
band~Pictonet al., 1979; Abdala and Folsom, 1995a; Beattie

FIG. 4. Mean wave-V amplitude~left panel! and latency~right panel! for
click- and chirp stimulation, as a function of the high-pass noise cutoff
frequency~from Fig. 3!. Error bars indicate the standard deviation.

FIG. 5. Individual derived responses
for click ~left panel! and chirp stimu-
lation ~right panel!. The responses
were obtained by subtracting the high-
pass masked ABR from the one shown
immediately above it in Fig. 3.
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et al., 1996!. Wave-V amplitude is similar for the two stimuli
in all NN conditions. The mean wave-V amplitude is plotted
in the right panel of Fig. 7, as a function of the notch region
of the noise masker. Wave-V amplitudes obtained with click
and chirp stimulation do not differ significantly from one
another.

In summary, larger response amplitudes were obtained
for chirp than for click stimulation in the unmasked condi-
tion as well as inall high-pass masking conditions. However,
no significant difference in response amplitude between click
and chirp stimulation could be observed for the derived re-
sponses as well as for the notched-noise responses. This in-
dicates that, even though neural synchrony is higher for the
chirp than for the click, the contributions from one-octave
wide frequency regions are not sufficient to obtain a signifi-
cant difference in the far field.

B. Tone-pulse versus low-frequency chirp-evoked
responses

A more direct approach to retrieve the frequency-
specific ABR than the recording of click- or~broadband!

chirp-evoked responses in combination with masking noise
may be the use of brief tonal stimuli. In the present study,
tone-pulse-evoked responses were compared with responses
elicited by a low-frequency chirp~see Fig. 2!.

Figure 8 shows individual results for the 250-Hz tone
pulse ~left panel! and the chirp~right panel!. First, for all
stimulation levels tested, the chirp elicits a larger wave-V
amplitude than does the tone pulse. Second, wave-V laten-
cies of the chirp-evoked responses are shifted by about 5 ms
towards larger values relative to those obtained with the tone
pulse. The responses for this particular subject have a larger
amplitude than those for the other subjects but reflect the
main trends observed in the mean data shown in Fig. 9. The
left panel indicates wave-V amplitude as a function of the
stimulation level. The chirp leads to a significantly larger
wave-V amplitude than does the tone pulse, for the three
lowest levels (N59, a50.05). The right panel shows cor-
responding mean values for wave-V latency. For both
stimuli, wave-V latency decreases with increasing level by
about 2.6 ms, consistent with findings from other studies
~e.g., Gorgaet al., 1988!. More importantly, there is a nearly
constant latency shift of 5.1 ms between tone-pulse and chirp
stimulation. The reason for the latency difference is the same
as for the observed difference in the responses to click and
broadband chirp if plotted relative to the stimulus onset~Dau
et al., 2000!: By successively stimulating lower and higher
frequency components with a sweeping rate determined by
cochlear travel-time properties, activity should be more
dominated near the stimulus end for the chirp. In contrast,
for the tone pulse, activity should be more dominated near
the beginning of the stimulus. This will be discussed in more
detail in Sec. IV.

In fact, because of the short duration of the stimuli and
because no ramps were used, neurons tuned to medium

FIG. 6. Individual ABR to clicks~left
panel! and chirps~right panel! in the
presence of a notched-noise masker.
The spectral notches of the noise were
one octave wide in each condition.

FIG. 7. Mean amplitudes for the click- and chirp-evoked derived responses
~left panel!, and for notched-noise masking responses~right panel! ~from
Figs. 5 and 6!. Error bars indicate standard deviation.
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and high frequencies may have also contributed to the re-
sponse, particularly at the higher stimulation levels. For this
reason, additional responses with a high-pass noise masker
~at a cutoff frequency of 1 kHz! were recorded. Individual
results are shown in Fig. 10, and mean data are represented
in Fig. 11. The response amplitude is markedly reduced com-
pared to the no-noise condition from the previous experi-
ment, indicating that frequency components higher than
about 1 kHz also contributed to the responses shown in Fig.
8. However, as for the unmasked conditions, statistical analy-
sis revealed that for the three lowest stimulation levels, the
chirp causes a significantly higher wave-V amplitude than
does the tone pulse.

These results demonstrate that even a slight change in
the phase characteristic of a stimulus can cause significant
differences in the corresponding neural excitation. The low-
frequency chirp leads to a higher synchronization of neural
discharges which is also maintained at higher than peripheral
stages of signal processing, and is reflected in a larger value
of wave-V amplitude.

However, since the evoked potential amplitude is af-
fected not only by the degree of synchronization of neural
activity but also by the number of neural elements involved,
one may argue that the differences in response amplitude are
due to differences in the overall neural excitation of the two
stimuli. As was shown in Fig. 2, tone pulse and low-
frequency chirp differ somewhat in their magnitude spec-
trum, particularly at frequencies below about 100 Hz, which
will lead to differences in their neural excitation patterns.
This will be discussed in Sec. IV B.

IV. DISCUSSION

A. Broadband chirp versus click

In Dau et al. ~2000! it was shown that, without any
masking noise, the flat-spectrum chirp elicits a larger wave-V
amplitude than the click for a large range of stimulation lev-
els. In the present study, only one signal level~40 dB HL!
was used. The results for the no-noise condition correspond
to those in Dauet al. ~2000!. In order to investigate
frequency-specific differences of ABR obtained with click
and chirp stimulation, the stimuli of the present study were
presented in combination with masking noise. First, since the
chirp stimulus has been designed to minimize phase cancel-
ing effects of evoked activity, the chirp responses in all high-
pass noise masking conditions are of larger amplitude than
the click responses where some of the activity is still phase
canceled. The finding that the chirp causes a significantly
larger response even at the lowest cutoff frequency of 0.5
kHz makes the stimulus interesting for clinical use in assess-
ing low-frequency information. Second, it was observed that
for the chirp, wave-V amplitude increases with increasing
noise cutoff frequency while for the click it tends to saturate

FIG. 8. Individual ABR to the 250-Hz
tone pulse~left panel! and the low-
frequency chirp ~right panel!. The
stimulation level varied from 20 to 40
dB HL in 5-dB steps. Subject: MW.

FIG. 9. Mean wave-V amplitude~left panel! and latency~right panel! for
tone-pulse and low-frequency chirp stimulation. Error bars indicate standard
deviation.
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for frequency regions above about 1 kHz. This further con-
firms that, for the chirp, neural activity from the entire fre-
quency range contributes to the evoked response while, for
the click, neural activity is less synchronized across frequen-
cies because of the travel-time differences on the basilar
membrane.

To illustrate the effects of peripheral processing associ-
ated with cochlear response times, Fig. 12 shows simulated
neural activity patterns for click stimulation~top panel! and
for broadband chirp stimulation~bottom panel!. After middle
ear filtering, approximated by a second-order band-pass filter
with cutoff frequencies of 0.3 and 7 kHz, the stimuli served
as input to the recently developed auditory-nerve~AN!
model by Heinzet al. ~2001!. The model is a modification of
the physiologically based AN model by Zhanget al. ~2001!
which was developed for the cat and is itself an extention of
the original Carney~1993! model. The model by Heinzet al.
~2001! uses a human cochlear map according to Greenwood
~1990!, and the auditory filter bandwidth has been matched
to humans based on psychophysical estimates of auditory
filters ~Glasberg and Moore, 1990!. This model includes ef-

fects of level-dependent tuning, level-dependent phase, com-
pression, suppression, and fast nonlinear dynamics on the
response. The model is specifically designed to describe the
time-varying discharge rate of the AN fibers for a given char-

FIG. 10. Individual ABR to the
250-Hz tone-pulse and the low-
frequency chirp. Stimulation as in Fig.
8 but with additional high-pass noise
( f c51 kHz) which masks contribu-
tions from high-frequency portions of
the basilar membrane.

FIG. 11. Mean wave-V amplitudes~left panel! and latencies~right panel! for
the conditions from Fig. 10. Error bars indicate standard deviation.

FIG. 12. Neural activity patterns for click~top panel! and chirp stimulations
~bottom panel!, obtained with the AN model of Heinzet al. ~2001!. The
middle panel represents the summed neural activity across the frequency
channels.
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acteristic frequency~CF!. A set of 60 model CFs was used in
the present study. The CFs ranged from 0.1 to 10 kHz and
were spaced according to a human cochlear map~Green-
wood, 1990!. Details of the processing stages can be found
in Heinz et al. ~2001!.

A stimulus level of 40 dB HL was used for the following
simulation since this level was also used in the experiments.
It can be seen that for the click~top panel! the maxima of the
neural activity are delayed at the lower frequencies relative
to those at higher frequencies, while for the chirp~bottom
panel! the maxima of neural excitation are more synchro-
nized across frequency. Note that the simulation is based on
a functional basilar-membrane model assuming Gammatone
filters that treat the cochlea essentially as a bank of bandpass
filters and ignore cochlear hydrodynamics while the chirp
was developed based on spatial variations in cochlear geom-
etry and mechanics that underlie the frequency-position map.
Nevertheless, the resulting delay-line characteristic obtained
with the different modeling concepts is similar. Within the
framework of the Heinzet al. model, the latencies directly
result from the filter bandwidths assumed. The middle panel
of Fig. 12 shows the summed activity for the click~dashed
curve! and for the chirp~solid curve!, calculated by simply
adding up the activities of all 60 frequency channels. The
peak activity for the chirp is shifted~by about the duration of
the chirp! relative to that of the click, and has a slightly
larger amplitude. This agrees qualitatively with experimen-
tally obtained compound action potentials~CAPs! for click
and chirp stimulation in the guinea pig~Shore and Nuttall,
1985!.

As was shown in the left panel of Fig. 7, if contributions
from one-octave-wide frequency regions are investigated,
there is no significant difference in efficiency anymore be-
tween chirp and click stimulation. Derived responses were
found to be of essentially the same amplitude for the two
stimuli. Similar results were obtained with the notched-noise
masker~right panel of Fig. 7!. Apparently, the better syn-
chronization of neural activity obtained with the chirp isnot
sufficient to produce an advantage if only one-octave-wide
frequency regions~or less! contribute to the response.

However, in all conditions tested in the present study,
the broadband chirp was found to be as, or more effective
than, the traditional click stimulus. In the conditions of high-
pass masking alone the chirp always elicited a higher re-
sponse than the click. The chirp may therefore be considered
as the stimulus of choice for retrieving frequency-specific
information as long as a broadband stimulus in combination
with masking noise is considered.

B. Low-frequency chirp versus tone pulse

The results obtained with the narrow-band stimuli
showed that a slight change in the phase characteristic can
lead to large differences in the evoked ABR. Both the low-
frequency chirp and the tone pulse consisted of only three
half-waves and no ramps were used to introduce a smooth
on- and offset. Thus, these stimuli exhibit a broadened mag-
nitude spectrum compared to, e.g., tones of longer duration.
It is important to note that the goal of the present study was
not to develop an optimalnarrow-bandstimulus for retriev-

ing low-frequency information from ABR. It is still contro-
versial what narrow-band stimulus might represent the best
choice. Instead, the present study attempts to emphasize the
role of cochlear processing for the formation of ABR, par-
ticularly at low frequencies.

To illustrate the differences between the two narrow-
band stimuli at the level of auditory-nerve processing, Fig.
13 shows the corresponding neural activity patterns obtained
with the model described above. The top and bottom panels
show the simulated output activity for tone-pulse and
narrow-band chirp, respectively. A stimulus level of 20 dB
HL was used in this case. The simulations nicely demon-
strate the main characteristics observed in the data. First, for
the chirp, neural activity is maximal near the end of the
stimulus while it is shifted towards earlier times for the tone
pulse. Second, the activity is temporally more concentrated
and higher in amplitude for the chirp than for the tone pulse.
Both observations are summarized in the corresponding neu-
ral activities summed across frequency as shown in the
middle panel of Fig. 13. In order to also illustrate the amount
of neural excitation as a function of frequency, the two pan-
els on the right show the corresponding activity, integrated
over time, in all excited frequency channels. For direct com-
parison, each of these panels also shows the pattern for the
other stimulus, as indicated by the gray curve. The ‘‘excita-
tion patterns’’ for the two stimuli are very similar. As for the
magnitude spectra~from Fig. 2!, the largest differences occur
at frequencies below about 100 Hz where the chirp has more
energy than the tone pulse. However, as can be seen in Fig.
13, this energy only contributes to the synchronized activity

FIG. 13. Neural activity patterns for the 250-Hz tone pulse~top panel! and
the low-frequency chirp~bottom panel!, obtained with the same model as in
Fig. 12. The middle panel represents the synchronized neural activity inte-
grated across the frequency channels. The two panels on the right show
corresponding neural activity within each frequency channel, integrated over
time, in order to estimate the neural ‘‘excitation pattern’’ obtained with the
tone pulse~top! and the chirp~bottom!. For direct comparison, each of these
panels also shows the pattern for the other stimulus, as indicated by the gray
curve.
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at timesafter the maximum of synchronization. The simula-
tions therefore suggest that the degree of synchronization but
not the higher amount of overall neural activity is mainly
responsible for the larger evoked response amplitude of the
chirp.

However, for a deeper understanding of the relationship
between peripheral processing and the formation of ABR
patterns, additional assumptions about the neural processing
at brainstem level as well as assumptions about the shape of
the ‘‘unitary’’ responses of the different contributing neurons
need to be considered~de Boer, 1975; Elberling, 1976; Gold-
stein and Kiang, 1958!. Such modeling was beyond the
scope of the present article but is currently being investigated
~Dau, 2001!.

C. Limitations of the chirp

There are some limitations of using the chirp that are
considered in the following. For any given individual sub-
ject, the chirp designed from published functions regarding
distance, frequency, and temporal maps in the cochlea is not
necessarily optimal for that individual. That is, there prob-
ably is significant variation from subject to subject in the
cochlear response time between frequency regions. Thus, the
chirp may represent a compensation that is optimized for
some mean delay of a group of individuals. Amplitude dif-
ferences between individuals or between cochlear regions
within a given individual may reflect how well the chirp
represents the true cochlear response times across and within
individuals and not solely the amount of activation. This is-
sue may become more problematic when impaired cochleae
are assessed in which case cochlear filter characteristics
might vary as a function of the degree of damage. Thus, if
the chirp response amplitude is being used to assess the
amount of neural activity, those differences may also reflect
the differences in the appropriateness of the chirp used.

However, in a series of accompanying experiments we
found that a variation of the chirp parameters~such as the
sweeping rate! that may result from the variability of physi-
cal parameters~such as the stiffness constant of the basilar
membrane! had only little effect on the evoked response am-
plitude of the same subject. In addition, we also generated
chirps based on estimates of the delay line characteristic
from transiently evoked otoacoustic emissions~Shera and
Guinan, 2000!. In contrast, our original chirp was generated
on the basis of parameters that were derived from post mor-
tem experiments. Again, even though these two chirps dif-
fered considerably in duration and sweeping rate, the corre-
sponding evoked potential amplitude hardly differed from
one another for any subject tested so far. This suggests that
the evoked potential measure does not seem sensitive enough
to reflectslight changes in the physical properties of the co-
chlea. It seems sufficient to roughly match the~inverse! de-
lay line characteristic of the cochlea in order to produce a
much better response than the click~as long as the effective
frequency range of the contributing neurons is not too nar-
row!.

Of course, since chirps make an assumption about the
response times along the cochlea, the actual delays down the
cochlea in terms of peak activity cannot be estimateddirectly

because it has already been established by the parameters of
the chirp. In contrast, such information is directly available
when using the click-evoked derived bands because one ob-
serves to a large extent the ‘‘natural’’ response of the system
and differences due to cochlear damage can be studied. How-
ever, in the case of the chirp, such peak activity can be de-
rived indirectly as the difference from the assumed charac-
teristic in the chirp parameters. There is no information loss
when using the chirp instead of the click.

D. Relation to other methods of frequency specificity

Since the sweep rate of the chirp is determined by
basilar-membrane traveling-wave properties, the chosen
‘‘nominal’’ edge frequencies determine the duration of the
chirp. A chirp consisting of only three halfwaves~starting
and ending with zero crossings! will always be stretched
over about two octaves, irrespective of the frequency region.
It is possible that ABR obtained with more frequency selec-
tive stimuli allow for a better estimate of frequency specific
information. For example, tone pulses as suggested by Davis
~1976! with rise and fall times equal to two cycles of the
stimulus frequency and a plateau time equal to one cycle
may represent a good compromise between frequency speci-
ficity and sufficient synchronization capability of the stimu-
lus. A direct comparison between such a stimulus and a
narrow-band chirp was not attempted in the present study.

However, as mentioned in the Introduction, ABR elic-
ited by stimulation with brief tone pulses of frequencies be-
low 2 kHz has been shown to be only a poor predictor of
low-frequency behavioral threshold, at least if presented
without additional high-pass noise masking. Also, responses
to longer-duration low-frequency tones, known as frequency
following responses~FFR!, do not represent frequency-
specific information but most likely reflect synchronized ac-
tivity from basally located regions~Janssenet al., 1991; Dau,
2001! and can only be detected at relatively high stimulation
levels above about 70 dB SPL~e.g., Hou and Lipscomb,
1979; Batraet al., 1986!. It has been suggested that instead
of investigating transiently evoked responses and FFR,
steady-state responses such as amplitude modulation follow-
ing responses~AMFR! may serve as a better estimate of
frequency-specific information even though the interpreta-
tion of the steady-state responses may be complicated be-
cause activity from brainstem and cortical generators are su-
perimposed ~e.g., Kuwada et al., 1986; Griffiths and
Chambers, 1991!.

Whatever stimulus might represent the best choice for
assessing frequency specific information from evoked poten-
tials, particularly at low frequencies, the results from the
present study suggest that the chirp stimulus produces a
higher neural synchrony than other stimuli of similar magni-
tude spectrum. This was demonstrated for the broadband
chirp in comparison with the click as well as for the band-
limited chirp in comparison with the tone pulse.

V. SUMMARY AND CONCLUSIONS

~i! The broadband chirp elicited a larger wave-V ampli-
tude than the click in the unmasked condition as well
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as in all masking conditions where high-pass noise
was presented in addition to the signal. The results
demonstrate that the increased synchrony obtained
with the chirp stretches over the entire frequency re-
gion. The chirp may be particularly interesting for
clinical use in the low-frequency region below about
0.5–1 kHz.

~ii ! The derived responses obtained with high-pass noise
masking as well as the responses using notched-noise
maskers indicate that the gain in synchrony within
frequency regions of about one octave is not sufficient
for the chirp to produce a significantly larger response
amplitude than the click.

~iii ! The low-frequency chirp elicited a larger wave-V am-
plitude at low and medium levels than a tone pulse
with similar duration and magnitude spectrum.
Wave-V latency differed by about 5 ms for these two
stimuli. These observations as well as the differences
between a click and a broadband chirp could be quali-
tatively explained in terms of the simulated neural
activity patterns in the auditory periphery using a
computational AN model.

~iv! Overall, the results further demonstrate the impor-
tance of cochlear processing for the formation of
ABR. In order to obtain a deeper understanding of
these effects, modeling work is needed, reflecting sig-
nal processing at a cochlear level and at subsequent
brainstem stages, as well as assumptions about the
contributions of single unit activity at these stages to
the far-field response.
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auf die frühen auditorisch evozierten Potentiale,’’ Laryngorhinootologie
77, 185–190.

Carney, L. H. ~1993!. ‘‘A model for the responses of low-frequency
auditory-nerve fibers in cat,’’ J. Acoust. Soc. Am.93, 401–417.

Coats, A. C., Martin, J. L., and Kidder, H. R.~1979!. ‘‘Normal short-latency
electrophysiological filtered click responses recorded from vertex and ex-
ternal auditory meatus,’’ J. Acoust. Soc. Am.65, 747–758.

Conijn, E. A. J. G., Brocaar, M. P., and van Zanten, G. A.~1990!. ‘‘Fre-
quency specificity of the auditory brainstem response elicited by 1000-Hz
filtered clicks,’’ Audiology29, 181–195.

Conijn, E. A. J. G., Brocaar, M. P., and van Zanten, G. A.~1992a!. ‘‘Low-
frequency specificity of the auditory brainstem response threshold elicited
by clicks masked with 1590-Hz high-pass noise in subjects with sloping
cochlear hearing losses,’’ Audiology31, 272–283.

Conijn, E. A. J. G., Brocaar, M. P., and van Zanten, G. A.~1993!.
‘‘Frequency-specific aspects of the auditory brainstem response threshold
elicited by 1000-Hz filtered clicks in subjects with sloping cochlear hear-
ing losses,’’ Audiology32, 1–11.

Conijn, E. A. J. G., Brocaar, M. P., van Zanten, G. A., and van der Drift, J.
F. C. ~1992b!. ‘‘Comparison between the frequency specificities of audi-
tory brainstem response thresholds to clicks with and without high-pass
masking noise,’’ Audiology31, 284–292.

Dau, T. „2001…. ‘‘The importance of basilar-membrane and auditory-nerve
processing for the formation of auditory brainstem responses,’’ 24th meet-
ing of the Association for Research in Otolaryngology, p. 195.

Dau, T., Wegner, O., Mellert, V., and Kollmeier, B.~2000!. ‘‘Auditory brain-
stem responses with optimized chirp signals compensating basilar-
membrane dispersion,’’ J. Acoust. Soc. Am.107, 1530–1540.

Davis, H. ~1976!. ‘‘Principles of electric response audiometry,’’ Ann. Otol.
Rhinol. Laryngol. Suppl.28, 1–96.

Davis, H., and Hirsch, S. K.~1976!. ‘‘The audiometric utility of brainstem
responses to low-frequency sounds,’’ Audiology15, 181–195.

de Boer, E.~1975!. ‘‘Synthetic whole-nerve action potentials for the cat,’’ J.
Acoust. Soc. Am.58, 1030–1045.

de Boer, E.~1980!. ‘‘Auditory physics. Physical principles in hearing theory
I,’’ Phys. Rep.62, 87–174.

Debruyene, F.~1982!. ‘‘Frequency specificity and on-effect in brainstem
electric response audiometry,’’ J. Otolaryngol.11, 267–270.

Don, M., and Eggermont, J. J.~1978!. ‘‘Analysis of the click-evoked brain
stem potentials in man using high-pass noise masking,’’ J. Acoust. Soc.
Am. 63, 1084–1092.

Don, M., Masuda, A., Nelson, R., and Brackmann, D.~1997!. ‘‘Successful
detection of small acoustic tumors using the stacked derived-band auditory
brain stem response amplitude,’’ Am. J. Otol.18, 608–621.

Don, M., Ponton, C. W., Eggermont, J. J., and Masuda, A.~1994!. ‘‘Audi-
tory brain-stem response~ABR! peak amplitude variability reflects indi-
vidual differences in cochlear response times,’’ J. Acoust. Soc. Am.96,
3476–3491.

1328 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 O. Wegner and T. Dau: Frequency specificity of brainstem responses



Donaldson, G. S., and Ruth, R. A.~1993!. ‘‘Derived band auditory brain-
stem response estimates of traveling wave velocity in humans. I: Normal-
hearing subjects,’’ J. Acoust. Soc. Am.93, 940–951.

Elberling, C. ~1976!. ‘‘Modeling action potentials,’’ Rev. Laryngol. Otol.
Rhinol. ~Bord! 97, 527–537.

Eggermont, J. J.~1976!. ‘‘Electrocochleography,’’ inHandbook of Sensory
Physiology, edited by W. D. Keidel and W. D. Neff~Springer-Verlag, New
York!, Vol. 5~3!, pp. 625–705.

Eggermont, J. J., and Don, M.~1980!. ‘‘Analysis of the click-evoked brain
stem potentials in man using high-pass noise masking,’’ J. Acoust. Soc.
Am. 68, 1671–1675.

Folsom, R. C.~1984!. ‘‘Frequency specificity of human auditory brainstem
potentials as revealed by pure-tone masking profiles,’’ J. Acoust. Soc. Am.
75, 919–924.

Folsom, R. C.~1985!. ‘‘Auditory brainstem responses from human infants:
Pure-tone masking profiles for clicks and filtered clicks,’’ J. Acoust. Soc.
Am. 78, 555–562.

Glasberg, B. R., and Moore, B. C. J..~1990!. ‘‘Derivation of auditory filter
shapes from notched noise data,’’ Hear. Res.47, 103–138.

Goldstein, M. H., and Kiang, N. Y. S.~1958!. ‘‘Synchrony of neural activity
in electric responses evoked by transient stimuli,’’ J. Acoust. Soc. Am.30,
107–114.

Gorga, M., and Thornton, A.„1989…. ‘‘The choice of stimuli for ABR mea-
surements,’’ Ear Hear10, 217–230.

Gorga, M. P., Kaminski, J. R., Beauchaine, K. A., and Jestead, W.~1988!.
‘‘Auditory brainstem responses to tone bursts in normal hearing subjects,’’
J. Speech Hear. Res.31, 87–97.

Gorga, M. P., Worthington, D. W., Beauchaine, K. A., and Goldgar, D. E.
~1985!. ‘‘Some comparisons between brain-stem response threshold, laten-
cies and the pure tone audiogram,’’ Ear Hear.6, 105–112.

Greenwood, D. D.~1990!. ‘‘A cochlear frequency position function for sev-
eral species—29 years later,’’ J. Acoust. Soc. Am.87, 2592–2605.

Griffiths, S. K., and Chambers, R. D.~1991!. ‘‘The amplitude modulation-
following response as an audiometric tool,’’ Ear Hear.12, 235–241.

Heinz, M. G., Zhang, X., Bruce, I. C., and Carney, L. H.~2001!. ‘‘Auditory
nerve model for predicting performance limits of normal and impaired
listeners,’’ Acoustics Research Letters Online2, 91–96.

Hoke, M., Pantev, C., Ansa, L., Lu¨tkenhöner, B., and Herrmann, E.~1991!.
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Sensorineural hearing loss has frequently been shown to result in a loss of frequency selectivity.
Less is known about its effects on the level dependence of selectivity that is so prominent a feature
of normal hearing. The aim of the present study is to characterize such changes in nonlinearity as
manifested in the auditory filter shapes of listeners with mild/moderate hearing impairment.
Notched-noise masked thresholds at 2 kHz were measured over a range of stimulus levels in
hearing-impaired listeners with losses of 20–50 dB. Growth-of-masking functions for different
notch widths are more parallel for hearing-impaired than for normal-hearing listeners, indicating a
more linear filter. Level-dependent filter shapes estimated from the data show relatively little change
in shape across level. The loss of nonlinearity is also evident in the input/output functions derived
from the fitted filter shapes. Reductions in nonlinearity are clearly evident even in a listener with
only 20-dB hearing loss. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1448516#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Sr@SPB#

I. INTRODUCTION

A fundamental property of the peripheral auditory sys-
tem is that it operates as a kind of frequency analyzer. It can
therefore be thought of in terms of a bank of overlapping
bandpass filters. Because of their central and obligatory role
in determining the nature of any further auditory processing,
much effort has gone into characterizing the properties of
theseauditory filters. In hearing-impaired~HI! listeners with
sensorineural hearing loss, the overwhelming consensus is
that frequency selectivity is reduced, and that such a reduc-
tion has important implications for understanding the com-
munication difficulties experienced by such listeners~e.g., de
Boer and Bouwmeester, 1974; Leshowitz and Lindstrom,
1977; Picket al., 1977; Wightmanet al., 1977; Florentine
et al., 1980; Tyleret al., 1982; Tyleret al., 1984; Glasberg
and Moore, 1986; Faulkneret al., 1990; Larocheet al.,
1992; Sommers and Humes, 1993a, 1993b; see Moore, 1995,
1998 for reviews!.

Several studies have also assessed the relationship be-
tween frequency selectivity and absolute threshold~Tyler
et al., 1982; Pick and Evans, 1983; Glasberg and Moore,
1986; Lutmanet al., 1991; Bergmanet al., 1992; Laroche
et al., 1992!. Generally, selectivity decreases with increasing
hearing loss, at least for losses above 30–40 dB HL. Below
this level the selectivity remains approximately constant,
with little correlation of filter bandwidth~quantified by the
equivalent rectangular bandwidth, or ERB! with threshold
~e.g., Fig. 9 of Glasberg and Moore, 1986, and Figs. 3 and 4
of Laroche et al., 1992!. Indeed, Pick and Evans~1983!
noted a marked dissociation between frequency selectivity

and threshold at 4 kHz—some listeners had very little hear-
ing loss, but a significant increase in filter bandwidth. Simi-
larly, West and Evans~1990! investigated selectivity and sen-
sitivity in young adults with and without a history of
exposure to amplified music. They found that in the subjects
more regularly exposed to loud music the filter bandwidths
were 10%–15% wider than in the least exposed, while there
was little difference in sensitivity between the two groups.
Thus, while moderate hearing losses typically lead to a con-
comitant reduction in selectivity, this may not necessarily be
the case for mild hearing losses. Indeed, loss of selectivity
may occur without significant loss of sensitivity.

In the physiological domain it has also been shown that
cochlear damage affects both sensitivity and selectivity. The
outer hair cells~OHCs! appear to be the prime mediators of
the cochlear amplifier~e.g., Davis, 1983; Dallos, 1992!, and
damage to them leads to cochleae that are more linear, and
show reduced sensitivity and frequency selectivity, than is
found in an intact cochlea~e.g., Dallos and Harris, 1978; see
Ruggero, 1991 and Patuzzi, 1996, for reviews!.

Thus, current evidence suggests that OHC damage is
reflected in, and is probably causally related to, loss of sen-
sitivity and loss of frequency selectivity. As well as the loss
of sensitivity and selectivity due to OHC damage, there is
also the question of how changes in filtering across level are
affected by OHC damage. It is only recently, however, that
attempts have been made to clarify how filtering changes
with level in normal-hearing~NH! listeners. While signifi-
cant effort was initially put into showing whether or not filter
shapes change at all with stimulus level in NH listeners
~Patterson, 1971; Weber, 1977; Pick, 1980; Lutfi and Patter-
son, 1984!, relatively little attention has been paid to the
accurate characterization of this phenomenon.a!Electronic mail: richard.baker@man.ac.uk
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Moore and Glasberg~1987; also Glasberg and Moore,
1990! attempted to tie together the existing notched-noise
masking data from various studies to provide a coherent de-
scription of how auditory filters change shape as a function
of frequency and stimulus level. Moore and Glasberg~1987!
argued, on the basis of an excitation pattern model derived
from their filter shapes, that the filter shape is determined
primarily by the signal level at the input of the filter, and that
filters whose shape depends on their own output do not pro-
duce realistic excitation patterns. We have shown previously,
however, that this is not true. Using a technique of fitting
filter shapes to the notched-noise masking data as an explicit
function of stimulus level~PolyFit procedure—Rosen and
Baker, 1994; Rosenet al., 1998!, we have been able to de-
scribe how the filter shapes vary with stimulus level much
more accurately. Using this technique, we have also shown
that when the variations in the low-frequency skirt of the
filter are taken into account, an output-controlled nonlinear-
ity can produce realistic excitation patterns~Baker et al.,
1998!. Recently, Glasberg and Moore~2000! have also found
an output-controlled nonlinearity to more adequately account
for notched-noise masking results than an input-controlled
one.

Such an issue cannot be treated as a minor detail, as it
has ramifications both in the design of experiments, and the
interpretation of their results. Rosenet al. ~1998! also argued
that using a fixed-level probe tone is more appropriate than
the fixed-level notched-noise masker typically used to mea-
sure auditory filter shapes at a single level in NH listeners.
Related to this issue, Leek and Summers~1993! also used the
level-dependent fitting procedure of Rosenet al. ~1992! to
help clarify changes in filtering in the presence of back-
ground noise. They showed that the use of probe-level-
dependent filter shapes better accounted for their data~mea-
sured at a single fixed masker level, with different levels of
background noise! than a level-independent filter shape.

For listeners with OHC damage, the cochlea will behave
more linearly, with filter shapes changing less with increas-
ing stimulus level~Stelmachowiczet al., 1987; Murnane and
Turner, 1991!. The data of Mooreet al. ~1985; their Table V!
also suggest a reduction in the change of filter shape with
level in impaired ears, although they did not discuss this
aspect of their data. In such cases the confound between
measurement technique and nonlinearity will be less impor-
tant, as the cochlea is likely to behave in a more linear man-
ner. Thus, notched-noise masking experiments in which the

masker level is fixed will result in filter shapes similar to
those in which the probe tone level is fixed.

The aim of the present study is to use the notched-noise
masking technique coupled with the PolyFit analysis to
quantify the changes in frequency selectivity in mild/
moderate hearing loss over a range of stimulus levels, and to
relate these to measurements of selectivity in NH listeners.

II. METHODS

A. Listeners

Table I presents summary data concerning the 5 HI lis-
teners who participated in the study. The degree of hearing
impairment at 2 kHz ranged from 20 to 50 dB HL. All testing
was done monaurally, and in a single ear per listener.

CH was a 24-year-old male with a reported history of
exposure to loud sounds as a musician in a rock band. ET
was a 24-year-old female with a mild, bilateral high-
frequency sensorineural hearing loss confirmed in childhood.
The remaining three listeners~BL, CS, and MF! were re-
cruited from an adult audiology clinic. None of the five lis-
teners demonstrated any middle-ear involvement in their im-
pairment as assessed by bone-conduction thresholds and
tympanometry.

B. Threshold estimation

Masked thresholds were determined for sinusoidal probe
tones in the presence of notched-noise maskers with variable
notch widths. The notches were placed both symmetrically
and asymmetrically about the probe frequency, and either the
probe level or the noise level was varied to determine thresh-
olds. For listeners CH and ET, a two-interval, two-alternative
forced-choice~2I-2AFC! paradigm with feedback was used
to estimate the 79% point on the psychometric function
~Levitt, 1971!. From a starting level at which the probe was
clearly audible, the varying sound, either probe or masker,
was initially changed in 5-dB steps, with step size decreasing
by 1 dB after each turnaround. Once the step size reached 2
dB, it remained constant for a further eight turnarounds, the
mean of which was taken as the threshold. For the remaining
three listeners a 2I-2AFC maximum-likelihood procedure
was used to estimate the 90% point on the psychometric
function ~see Baker and Rosen, 2001, for a description of the
procedure used!. In both cases, listeners responded on a but-
ton box, with illuminated buttons indicating presentation in-
tervals and providing feedback.

TABLE I. Absolute threshold of five hearing-impaired listeners measured using standard pure-tone audiometry. Values in bold face italics representthe
thresholds for the frequencies at which the listeners’ frequency selectivity was measured using notched-noise masking.

Subject Age

Threshold~dB HL!
~kHz!

0.125 0.25 0.5 0.75 1 1.5 2 3 4 6 8

BL 64 40 45 50 55 55 55 50 55 60 60 55
CH 24 10 5 5 ¯ 5 ¯ 20 ¯ 15 ¯ 5
CS 59 15 15 10 15 30 35 35 40 45 65 80
ET 24 ¯ 15 5 ¯ 10 20 30 ¯ 35 ¯ 40
MF 50 20 20 10 10 15 20 50 60 60 70 60
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For each particular combination of notch width and
fixed probe or fixed masker level, at least two thresholds per
listener were obtained. Where two measurements of the same
condition in the same listener differed by more than 4 dB,
one or two further measurements were taken and the mean of
all measurements used.

C. Stimulus configurations

The outside edges of the masker noise were fixed at
60.83 f p @400 and 3600 Hz for a probe frequency (f p) of 2
kHz#. A maximum of 16 different notch conditions was used,
6 symmetric and 10 asymmetric. The frequencies~f! of the
edges of the notch~the inner edges of the two noise bands!
are specified in normalized frequency units~g! relative to the
probe frequency as given byg5(u f 2 f pu)/ f p . In the sym-
metric conditions, both notch edges were placed at normal-
ized values of 0.0, 0.1, 0.2, 0.3, 0.4, and 0.5. In the asym-
metric condition, one of the notch edges was set at a
normalized value of 0.0, 0.1, 0.2, 0.3, and 0.4, while the
other was set to 0.2 normalized units further away~0.2, 0.3,
0.4, 0.5, and 0.6!. When the masker level was fixed, a subset
of noise spectrum levels (N0) was chosen, ranging from
20–60 dB SPL in 10-dB steps, and when the probe level was
fixed, a subset of probe levels (Ps) was chosen, ranging from
30–80 dB SPL in 10-dB steps. The specific values used for
each listener depended on the nature of the hearing loss, and
are detailed in Table II. In addition to measurements at 2
kHz, CS and MF were also tested at frequencies where their
sensitivity was in the normal range~0.5 kHz for CS and 1
kHz for MF!.

D. Stimulus generation

All the stimuli were computer generated at a sampling
frequency of 20 kHz. The time waveform of the probe con-
sisted of a steady-state portion of 360 ms plus 20-ms raised-
cosine onset and offset. The probe was temporally centered
within the masker, which consisted of a 460-ms steady-state
portion with 20-ms cosine-squared onset and offset. To gen-
erate the masker, the desired frequency spectrum was defined
by setting all the spectral components~spaced at intervals of
0.61 Hz! within the appropriate frequency limits to have
equal amplitudes while those outside were set to zero. Non-
zero components had their phase randomized uniformly in
the range of 0–2p radians. An inverse FFT was then applied
to generate the time waveform. At the start of each threshold

determination, a 3.2768-s buffer of noise was generated for
use during that test. On each trial, a 500-ms portion of the
buffer was chosen randomly for each of the two masker in-
tervals within each trial.

The probe and masker were played out through separate
channels of a stereo 16-bit D/A converter~12-bit D/A for
listener CH! and attenuated independently under computer
control before being electrically mixed. The signal was then
presented monaurally via Etymotic ER2 insert earphones to
listeners CH and ET and via Beyer DT48 circumaural head-
phones to the remaining listeners. For listeners using the
Beyer DT48 headphones, the noise spectrum was shaped at
the synthesis stage to give a flat spectrum of appropriate
spectrum level as measured in a B&K 4157 ear simulator.

E. Analyses

All analyses were performed on an individual basis us-
ing the mean threshold for each notch/level combination. A
variety of models was fitted to each data set, using the Poly-
Fit technique described in detail by Rosenet al. ~1998!. All
of the models were variants of the asymmetric roex(p,w,t)
model ~Pattersonet al., 1982!. These included simplified
models in which, for example, the upper half of the filter was
described with a roex(p) shape whereas the lower half was a
complete roex(p,w,t) shape. It is also necessary to estimate
k, the signal-to-noise ratio necessary for detection at the out-
put of the filter. All of these parameters can be arbitrary
polynomial functions of the level of the masker or the probe,
but we have never investigated models with more than a
quadratic dependence on level~that is, three coefficients per
parameter to be estimated!. Finally, we also estimate an ab-
solute threshold by allowing a further parameter to be added
to the predicted masked threshold in power terms~see Rosen
et al., 1998 for details!. This parameter was added to take
into account the fact that for low-level wide notch conditions
the probe-tone level is governed by the listener’s absolute
threshold. In the present study this estimated threshold pa-
rameter was always within 5 dB of the listener’s pure-tone
threshold at that frequency.

III. RESULTS

A. Growth-of-masking functions

1. Data and predictions

The notched-noise masking experiments carried out
across a range of stimulus levels allow the data to be plotted

TABLE II. Stimulus levels used in notched-noise masking experiments at 2 kHz~and also at 0.5 kHz for
listener CS and 1 kHz for listener MF—frequencies at which the listeners’ absolute threshold was less than 20
dB HL!.

Listener
Absolute threshold

~dB HL!
Frequency

~kHz!
Fixed masker spectrum

levels ~dB SPL!
Fixed probe

levels ~dB SPL!

BL 50 2 40,50, 60 60,70, 80
CH 20 2 30,40,50,60 40,50,60,70
CS 35 2 40,50, 60 50,60,70,80
ET 30 2 40,50, 60 50,60, 70
MF 50 2 40,50, 60 60,70, 80
CS 10 0.5 30, 50 30,50, 70
MF 15 1 30, 50 30,50, 70
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as growth-of-masking~GOM! functions for each notch con-
figuration. In producing these GOM functions we follow the
convention of Lutfi and Patterson~1984! in plotting signal-
to-noise ratio at threshold versus masker spectrum level. This
has the advantage over plotting signal level versus masker
level in that a simple linear filter with constant detector effi-
ciency will result in a set of horizontal parallel lines, one for
each of the different notch conditions. For a filter that broad-
ens with level and a constant detector efficiency, the GOM
functions for the no-notch condition will be approximately
horizontal, while the GOM functions for the wider notch
conditions will show a positive slope~for data above abso-
lute threshold!.

Figure 1 shows such GOM functions for each of the five
HI listeners, and also for the average of the three NH listen-
ers described in Sec. II A of Rosenet al. ~1998!. The curves
through the data points show the fits to the data obtained
using the PolyFit procedure described later in Sec. B. For the
NH listeners there is a clear convergence of GOM functions
as stimulus level is increased—indicating a broadening of
the underlying filter. For listener CH, with the mildest hear-
ing loss ~20 dB HL!, there appears to be less convergence
than for the NH listeners. This is even clearer for listeners
ET, CS, and BL, where the GOM functions~and the predic-
tions obtained from the PolyFit procedure! are approximately
parallel. For listener MF there appears to be a slight diver-
gence of the GOM functions, indicating a slight narrowing of
the filter with increasing stimulus level. These changes in the
slopes of the GOM functions relative to the NH listeners are
quantified in the following section.

2. Estimates of amplitude compression

If it is assumed that maskers near the tone frequency
undergo the same compression as the tone, whereas maskers
well below the tone frequency are subject to little compres-
sion, it is possible to use the GOM functions to estimate the
degree of amplitude compression arising from the underlying
cochlear mechanisms. Oxenham and Plack~1997! have used
such a technique in forward masking. They measured GOM
functions for a 6-kHz probe tone with a 6-kHz masker and
with a 3-kHz masker. The idea is that with the 6-kHz masker,
both the tone and the masker will be subject to the same
‘‘CF’’ compression. However, when the masker is at 3 kHz it
will not be subject to compression at the 6-kHz place while
the probe will. Thus, a 10-dB increase in the 3-kHz masker
will result in a greater than 10-dB increase in probe level at
masked threshold. Using this technique, Oxenham and Plack
~1997! estimated a basilar membrane input/output~I/O! func-
tion slope of about 0.25, similar to the slope measured di-
rectly in physiological experiments.

Making similar assumptions about the nature of the un-
derlying filtering mechanism~i.e., linearity at frequencies
well below CF and also that the high-frequency side of the
filter is approximately level independent!, similar estimates
can be made from the data given in Fig. 1. Taking the thresh-
olds for the conditions where the lower masker band is at
least 1 octave below the probe tone frequency—notch con-
ditions ~0.6,0.4!, ~0.5,0.3!, and ~0.5,0.5!—Fig. 1 shows that
the GOM functions are approximately parallel when points

near absolute threshold are excluded. Using these three notch
conditions, estimates of the slopes of the GOM function for
the low-frequency skirt of the filter were derived from a
simple linear regression. Here, it was assumed that the GOM
functions from the three conditions had identical slopes, but
were permitted to have different intercepts. Only data points
6 dB or more above absolute threshold were used. Examples
of the fits are shown in Fig. 2 for two of the HI listeners and
also from the NH listeners of Rosenet al. ~1998! ~plotted as
signal level versus masker spectrum level!.

The solid horizontal line shows the absolute threshold,
while the solid diagonal lines show the linear fits to the data
for the ~0.5,0.3! and ~0.6,0.4! notch conditions. The dashed
diagonal lines in the lower two plots indicate the slope of
GOM functions for the NH listeners.

Since the slope of the GOM functions for the no-notch
condition is approximately one~zero when signal to masker
ratio is plotted versus masker spectrum level!, the reciprocal
of the slope of the GOM functions obtained as above gives
an estimate of the slope of the I/O function of the underlying
cochlear mechanism~although this may be somewhat con-
founded by the presence of suppression in simultaneous
masking!. Table III shows the estimated slopes of the GOM
functions using the linear fits described above and also the
derived I/O function slopes. In addition to the data for the
normal and impaired listeners at 2 kHz, estimates are given
at 0.5 and 1 kHz from listeners CS and MF, respectively, i.e.,
frequencies where absolute thresholds for these listeners
were within the normal range. For comparison, Table III also
includes estimates at these two frequencies for the two lis-
teners of Bakeret al. ~1998!.

The estimated I/O function slope for the NH listeners at
2 kHz is 0.578, indicating compression approaching 2:1.
However, compression was reduced for listener CH~com-
pression ratio approximately 1.25:1!, whose absolute thresh-
old at 2 kHz was 20 dB HL. For listeners ET, CS, and BL the
derived I/O functions approach linearity~1.03:1, 1.1:1, and
1.1:1, respectively!. For listener MF, the GOM functions
show a degree of divergence; this is reflected in an I/O func-
tion slope of greater than unity indicating an expansive non-
linearity. The derived slopes for the listeners CS and MF at
0.5 and 1 kHz were similar to those obtained previously from
NH listeners.

B. Level-dependent filter shapes

Using the PolyFit procedure described by Rosen and
colleagues~Rosen and Baker, 1994; Rosenet al., 1998! the
notched-noise masking data were fitted with level-dependent
filter shapes based on the rounded exponential~roex! family
described by Pattersonet al. ~1982!. Any of the fitted param-
eters could be allowed to be constant or a linear or quadratic
function of stimulus level~either masker or probe level!.
Results are presented for probe-dependent models because
they have been found to give a better fit to notched-noise
data than masker-dependent models~see also Rosenet al.,
1998!. Each data set was fitted with a set of filter shapes of
varying complexity. Typically a complex model was first fit-
ted to the data. One of the parameters was then removed
from the model and the data refitted. If the error in the fit
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FIG. 1. Growth-of-masking functions for normal-hearing listeners~average of three listeners from Rosenet al., 1998! and hearing-impaired listeners. The
notch widths are indicated at the bottom of each column. The solid curves show the predictions derived from the filter shapes fitted to the data as described
in Sec. III B. Note that for any particular listener a single model describes all the data. Thus, for one row of plots the solid lines are not independent of each
other, but are all determined by the same fit to the data. The diagonal solid line represents the listener’s absolute threshold.

1334 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 R. J. Baker and S. Rosen: Filter nonlinearity in impaired hearing



worsened then that parameter was deemed necessary to the
model. Thus, it was possible to see which parameters were
important to accurately describe the data and which were
relatively superfluous. The models that fitted each listener’s
data best vary in structure since the degree of nonlinearity
evident in the filtering varies. The listeners with a greater
degree of hearing loss show filtering which can be described
by models with fewer free parameters than those where a
greater degree of nonlinearity is present. The filter shapes
obtained using the ‘‘best’’ model for each listener are shown
in Fig. 3.

The filter shapes obtained by Rosenet al. ~1998! for
averaged data from 3 NH listeners are presented at the top of
Fig. 3. For these data the high-frequency side of the filter
could be described by a one-parameter, roex(p), shape in
which the slope parameter (pu) was allowed to be a qua-
dratic function of probe-tone level. The lower frequency side
of the filter was better described by a three-parameter,
roex(p,w,t), shape in which the slope of the filter in the
passband (pl) was constant while the slope of the skirt (t l)
was a linear function of probe level. Also, the point of inter-
section between the passband and tail of the filter (wl) was
required to be a linear function of probe level, with the tip-
to-tail ratio decreasing as probe level increased. Following
the nomenclature of Rosenet al. ~1998!, this model is re-
ferred to asp1312x2x, wherep specifies that the parameters
are dependent on the probe-tone level, and the digits refer to
the number of fitted coefficients in the polynomial that de-
scribes how that parameter varies with tone level. The pa-
rameters are specified in the orderpl , pu , k, wl , wu , t l , tu

~x indicates that a parameter is not required in the fit!. In
order to estimate the changes in gain at CF as stimulus level
is increased, we used the approach of Rosenet al. ~1998!.
This technique relies on the assumption that the gain of the
filter is constant well below the filter’s CF, as evidenced in
basiler membrane measurements. We thus normalize all filter
shapes to have the same gain~an arbitrary 0 dB! at a fre-
quency that is 0.4 times the filter CF.

The rest of the panels in Fig. 3 show the filter shapes for
the five HI listeners, along with their abso-lute thresholds.
The number of parameters required to adequately describe
the filter shapes varied between 4 and 7 for the HI listeners

FIG. 2. Examples of growth-of-masking functions with data taken from the
middle column of Fig. 1 and replotted as signal level against masker level.
The solid diagonal lines show two of the three linear fits to the wide notch
data@the third being for the~0.5,0.5! notch condition not shown here#. The
dashed diagonal lines in the lower two plots indicate the slope of the
normal-hearing listeners’ functions. The horizontal solid line represents the
listeners’ absolute threshold.

TABLE III. Growth-of-masking slopes for the low-frequency skirt of the filter derived using linear fits as
described in the text. The reciprocal of the GOM function slope gives an estimate of the slope of the underlying
input–output function. The final column gives the slope of the I/O function estimated from the fitted filter
shapes as described in Sec. III C.

Subject
Frequency

~kHz!
Threshold,

dB HL GOM slope
I/O slope
~GOM!

I/O slope
~filter!

Normal—Rosenet al. ~1998! 2 8 1.731 0.578 0.47
CH 2 20 1.257 0.796 0.72
ET 2 30 1.028 0.973 0.81
CS 2 35 1.105 0.905 0.77
BL 2 50 1.108 0.903 0.80
MF 2 50 0.652 1.534 1.18
Normal—Bakeret al. ~1998! 0.5 9 1.284 0.779 0.55
CS 0.5 10 1.371 0.729 0.54
Normal—Bakeret al. ~1998! 1 5 1.776 0.563 0.52
MF 1 15 1.709 0.585 0.34
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compared with 9 for the NH listeners, and the parameter
structures of those plotted in Fig. 3 are given in the sixth
column of Table IV. These ‘‘best-fitting’’ models were se-
lected according to the strategy described above such that the
simplest shape is chosen that does not result in a large in-
crease in the rms error of the fit. Clearly all of the HI listen-
ers show a reduced change in gain at CF, reflecting a more
linear filter compared with those of NH listeners. It is also
apparent that the two listeners who were tested at frequencies
of normal sensitivity~CF and MF! display an unimpaired
degree of nonlinearity at these frequencies. All the listeners,
apart from MF, show filters that broaden and decrease in gain
with increasing stimulus level. The 2-kHz measurement of
MF shows slight changes in the reverse direction, with the
filter at 60 dB SPL being slightly broader than that at 80 dB
SPL. It must be emphasized, however, that the reduced de-
gree of nonlinearity in the HI listeners means that the filter
shapes can, in some cases, be fitted almost as well with filter
shapes that don’t change at all with stimulus level.

Table IV gives the goodness of fit~rms error! for three
different filter shape models to the data of each listener. The
model with the greatest number of parameters~p2212222!
obviously fits the data best. Removing parameters from this
model to find the best fit gives a marginally worse fit to the
data~columns 6 and 7 of Table IV!. Removing all the level
dependency from the fitted model~p1111111,column 8! fur-
ther increases the rms error. As the fitted shapes are describ-
ing the same underlying sets of data, it is to be expected that
the more linear the underlying filter, the less the difference
would be in the goodness of fit of the linear and nonlinear
models. For the NH listeners the linear model shows a 515%
increase in rms error relative to the most complex model. For
the HI listeners this difference is much reduced, ranging
from 75% in the least impaired to 12% in the most impaired,
again providing evidence for a more linear filter.

C. Estimated compression

We have already used GOM functions to estimate the
slope of the underlying basilar-membrane I/O function. Our
technique of normalizing filter shapes at a frequency signifi-
cantly below CF~as illustrated in Fig. 3! also allows an
estimate of this I/O function by measuring the change in gain
at CF across the range of stimulus levels used. Figure 4 plots
the estimated I/O function slope against the absolute thresh-
old for the five HI listeners, and also for the nine NH listen-
ers measured at 2 kHz by Rosenet al. ~1998!. For the NH
listeners the estimated slope is about 0.47, giving a compres-
sion ratio just over 2:1. This estimated slope shows little
variation over a 25-dB range of absolute thresholds~25 to
20 dB HL!. For the HI listeners~with absolute thresholds
ranging from 20 to 50 dB HL! the range is from 0.72 to 1.18
~see the last column of Table III!.

While the actual values of the I/O slopes derived from
the filter shapes differ from those estimated from the GOM-
functions, the general pattern is the same. Each of the HI

FIG. 3. Filter shapes fitted to the data using the PolyFit procedure. The filter
shapes are all normalized to 0 dB at the lowest frequency point~0.43CF!
and are plotted at probe-level intervals of 10 dB within the ranges indicated.
The dashed lines, associated with the right-hand ordinate, indicate the lis-
teners’ audiograms.
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listeners shows values less than those of NH listeners and
MF shows a slightly expansive nonlinearity. The discrepan-
cies that do exist between these two measures may be due to
the fact that the values estimated from the GOM functions
use only a limited subset of the data, whereas those estimated
from the fitted filter shapes use the entire data set. A final
point from Fig. 4 is that results from listener CH suggest a
markedly less compressive cochlea than in one of the NH
listeners~listener MB from Rosenet al., 1998! despite the
fact that their absolute thresholds are the same. Clearly the
labels NH and HI for these two listeners are misleading,
since they have the same absolute threshold. However, the
impaired filtering of CH suggests that such a classification
based on absolute threshold alone does not tell the whole
story.

D. Equivalent rectangular bandwidth

From the fitted filter shapes it is possible to provide a
simple quantitative measure of selectivity in terms of filter
bandwidth. The measure that has typically been used is the
ERB. For a probe-level-dependent filter shape the ERB can
be calculated over a range of individual probe levels. Figure
5 shows how the ERB, calculated from the best filter models
shown in Fig. 3~and given in Table IV!, changes as a func-
tion of probe-tone level. For the NH listeners the ERB re-

mains approximately constant at low levels where the low-
frequency skirt of the filter has little influence on the amount
of energy the filter would pass. It is not until the probe level
is increased above 70 dB SPL that the low-frequency skirt
makes a significant contribution to the amount of energy
passed by such a filter. For the HI listeners there are three
major points worth noting. First, at low probe levels the ERB
is always broader than the NH listeners. Second, the ERBs
measured in the impaired ears change by smaller amounts
than in the NH ears—the filter is more linear. Third, at high
levels the ERBs measured in the impaired ears are more
similar to those of the normal ears.

IV. DISCUSSION

The emphasis of this study was to characterize the way
in which auditory filters in HI listeners change in shape as
stimulus level increases. While previous studies have dem-
onstrated that cochlear hearing loss results in broadened au-
ditory filters when using the notched-noise masking tech-
nique, such studies have nearly all used a fixed masker-level
paradigm. In characterizing filter shapes for ears where OHC
loss is severe the choice of fixed masker-level or fixed probe-
level paradigm will have little consequence, as the cochlea in
question will be approximately linear. However, when com-
paring these ‘‘linear’’ filters with those of NH listeners, the
choice of paradigm in the NH listeners is crucial. Rosen
et al. ~1998! have shown that it is more appropriate to use a
fixed probe level than a fixed masker level and argued that

FIG. 4. Input/output function slopes derived from the filter shapes shown in
Fig. 3 for the HI listeners. The ‘‘3’’s indicate measurements from the nine
normal-hearing listeners described by Rosenet al. ~1998! and the dashed
line represents the ‘‘mean of three’’ normal-hearing listeners described in the
same study. A slope of value 1.0 indicates a linear filter, and a value of 0.5
indicates a compression of 2:1.

FIG. 5. Equivalent rectangular bandwidths derived from the fitted filter
shapes given in Fig. 3. The dashed line represents the value of 241 Hz from
the equation given by Glasberg and Moore~1990! for a frequency of 2 kHz.

TABLE IV. Details of goodness of fit of various filter shapes to the notched-noise masking data at 2 kHz.
Complexity of fitted filter shapes is denoted, for example, in the form p2212222 or p1111111, where p indicates
that the parameters change as a function of probe-tone level~m—masker spectrum level!. The digit denotes that
a parameter is constant~1!, a linear function~2—2 fitted coefficients! or a quadratic function~3—3 fitted
coefficients!. ‘‘x’’ indicates that a parameter is not required. The order of the parameters is pl, pu, k, wl, wu, tl,
tu, where ‘‘l’’ indicates the lower, and ‘‘u’’ the upper side of the filter. The percentages in brackets show the
percentage increase in rms error relative to the p2212222 model.

Subject
Threshold
~dB HL!

Number of
thresholds p2212222 m2212222 Best model

rms error for
best model p1111111~linear!

NH 5 158 0.81 1.47 ~81%! p1312x2x 0.86~6%! 4.98~515%!
CH 20 110 1.19 1.47 ~24%! p1112x1x 1.20~1%! 2.08 ~75%!
ET 30 94 0.99 1.13 ~14%! p1112x1x 1.07~8%! 1.69 ~71%!
CS 35 111 1.68 2.14~27%! p211x2x1 1.76~5%! 2.45 ~46%!
BL 50 96 1.16 1.24 ~7%! p1112x1x 1.25~8%! 1.48 ~28%!
MF 50 93 1.45 1.31~210%! p211xxxx 1.60~10%! 1.63 ~12%!
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the filter shape appears to be controlled by its own output,
rather than by its input, via some sort of feedback mecha-
nism on the basilar membrane. The same argument was fol-
lowed by Bakeret al. ~1998! to produce a realistic output-
controlled excitation pattern model. More recently, Glasberg
and Moore~2000! have suggested that the filter shape ‘‘de-
pends on the power at its output divided by the gain’’ and
that ‘‘this dependence may arise because filtering on the BM
involves a feedback mechanism.’’ The likely mediators of
such a feedback mechanism are the OHCs, which provide a
‘‘fast mechanical positive feedback’’ to the basilar membrane
~Patuzzi, 1996!. Here, we have used the same procedure as
Rosenet al. ~1998! to describe filter shapes from listeners
with mild to moderate sensorineural hearing loss in a way
that allows direct comparison with the NH data.

We have been able to estimate the degree of compres-
sion from normal and impaired ears, first using an approach
somewhat similar to that of Oxenham and Plack~1997!, and
second indirectly from the change in gain at the CF of the
fitted filter shapes. As expected, both these methods show a
reduced degree of compression in HI listeners compared to
NH listeners. For the HI listeners the GOM functions are
more parallel across the different notch widths than in the
NH listeners, indicating a smaller change in filter shape
across level.

This reduced nonlinearity is evident in the filter shapes
fitted to the HI data~Fig. 3!. For the impaired listeners, the
‘‘tip-to-tail’’ gain is about 20 dB~slightly more for CH, the
least-impaired listener!, which is similar to the higher level
filters from the NH listeners. However, the change in tip-to-
tail gain increases with decreasing stimulus level much more
slowly in HI listeners than in NH listeners.

One thing that is somewhat unusual is the degree of loss
of nonlinearity present in listener CH. His threshold at 2 kHz
is 20 dB HL, yet the degree of compression is only about
1.26:1. Listener MB from Rosenet al. ~1998! had the same
absolute threshold, but showed a compression ratio of just
over 2:1~right-most ‘‘3’’ in Fig. 4!. It is tempting to specu-
late that these differences reflect mainly an OHC loss in lis-
tener CH and a loss not involving OHCs in MB, although
other factors such as differences in middle-ear efficiency
cannot be ruled out.

Subject MF shows evidence of a slightly expansive,
rather than compressive, nonlinearity. The higher level filter
shapes are slightly sharper than the lower level shapes. This
in itself may be of little significance as a linear filter shape
can fit the same data almost as well. However, there are two
other points worth noting from MF’s filter shapes in Fig. 3.
First, the high-frequency side of the filter at 2 kHz appears to
be abnormally steep. Second, the degree of compression in
the filter measured at 1 kHz in this listener seems abnormally
large ~26.4-dB change in gain for a 40-dB change in probe
level giving a compression ratio of 2.9:1!. The reason for
these differences is not clear.

Quantitative comparison of the selectivity of these lis-
teners using the ERB clearly shows that at low stimulus lev-
els the HI ears show less selectivity than NH ears. However,
at higher levels the NH filters broaden and become more
similar to those measured in impaired ears. The impaired

ears themselves show a much smaller change in ERB with
increasing stimulus level. One problem with using the ERB
as a measure of selectivity is that it is dominated by the filter
tip and is little affected by the skirt. Rosenet al. ~1998!
showed that the low-frequency skirt of the filter is an impor-
tant part of the filter shape, as is also the case in psychoa-
coustic tuning curves~PTCs!. At low stimulus levels the
low-frequency skirt has little effect on the ERB. It is not until
the stimulus reaches higher levels that the ERB increases
significantly~as the tip-to-tail ratio becomes small!. A similar
effect is observed with PTCs. Nelsonet al. ~1990! showed
that for forward-masked PTCs the Q10 dB remains relatively
constant at low levels, and only begins to decrease at high
stimulus levels where the tip-to-tail ratio decreases. For the
HI listeners in the present study, the effect of the impairment
is to reduce the sharpness~and gain! of the tip at lower
stimulus levels—resulting in a reduced tip–to–tail ratio, and
hence a larger ERB than for NH listeners at the same level.
At higher stimulus levels, the ERBs of the NH and HI are
more similar.

The compression ratios derived from the fitted filter
shapes and from the GOM functions in NH listeners are ap-
proximately 2:1. Such values are typical for estimates using
simultaneous masking~e.g., Stelmachowiczet al., 1987!. In
forward masking compression ratios are more typically of
the order of 4 or 5:1~Oxenham and Plack, 1997!. This latter
figure is more comparable to the compression ratios mea-
sured directly from the basilar membrane. Previous compari-
sons of selectivity measured using both forward and simul-
taneous masking at a single level suggest that a greater
degree of nonlinearity may be revealed by forward masking
than by simultaneous masking, and that using forward mask-
ing to compare NH and HI listeners will result in a larger
difference in the derived compression ratios~e.g., Moore and
Glasberg, 1986!. Using the PolyFit procedure to characterize
changes in selectivity across level using forward masking in
NH listeners should reveal a greater degree of nonlinearity
than is observed in simultaneous masking, and should lead to
measurements of compression that are more directly compa-
rable to those of Oxenham and Plack~1997! and to the
physiological measurements.

V. CONCLUSIONS

In summary, we have used notched-noise masking and
the PolyFit procedure to characterize auditory filter shapes as
a function of stimulus level in mild/moderate hearing impair-
ment. Comparison of the fitted filter shapes to previous re-
sults from NH listeners shows that the filter shapes in HI
listeners are broader and change less with increasing stimu-
lus level. Estimates of basilar-membrane input–output func-
tion slopes from masking functions and from the fitted filter
shapes are in broad agreement with each other, suggesting
compression ratios of approximately 2:1 in NH listeners and
a reduced degree of compression in HI listeners.
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In this study, auditory stream segregation based on differences in the rate of envelope fluctuations—
in the absence of spectral and temporal fine structure cues—was tested. The temporal sequences to
segregate were composed of fully amplitude-modulated~AM ! bursts of broadband noises A and B.
All sequences were built by the reiteration of a ABA triplet where A modulation rate was fixed at
100 Hz and B modulation rate was variable. The first experiment was devoted to measuring the
threshold difference in AM rate leading subjects to perceive the sequence as two streams as opposed
to just one. The results of this first experiment revealed that subjects generally perceived the
sequences as a single perceptual stream when the difference in AM rate between the A and B noises
was smaller than 0.75 oct, and as two streams when the difference was larger than about 1.00 oct.
These streaming thresholds were found to be substantially larger than, and not related to, the
subjects’ modulation-rate discrimination thresholds. The results of a second experiment
demonstrated that AM-rate-based streaming was adversely affected by decreases in AM depth, but
that segregation remained possible as long as the AM of either the A or B noises was above the
subject’s AM-detection threshold. The results of a third experiment indicated that AM-rate-based
streaming effects were still observed when the modulations applied to the A and B noises were set
individually, either at a constant level in dB above AM-detection threshold, or at levels at which they
were of the same perceived strength. This finding suggests that AM-rate-based streaming is not
necessarily mediated by perceived differences in AM depth. Altogether, the results of this study
indicate that sequential sounds can be segregated on the sole basis of differences in the rate of their
temporal fluctuations in the absence of other temporal or spectral cues. ©2002 Acoustical Society
of America. @DOI: 10.1121/1.1452740#

PACS numbers: 43.66.Ba, 43.66.Jh, 43.66.Mk@NFV#

I. INTRODUCTION

Auditory stream segregation, or streaming, refers to a
phenomenon whereby a temporal sequence of sounds is or-
ganized into two or more perceptual auditory entities or
‘‘streams,’’ which can be individually followed by listeners
and are generally considered as arising from different acous-
tic sources~Miller and Heise, 1950; Bregman, 1978!. The
voice of a single person among a crowd, or the sound of a
violin among those of other instruments in the orchestra,
provide everyday examples of auditory streams. In labora-
tory situations, streaming is generally studied using the
stimulus paradigm devised by Van Noorden~1975!. In this
paradigm, listeners are presented with sequences of iterated
ABA triplets where A and B represent different sounds. In
the early work of Van Noorden, A and B were pure tones

differing in frequency. Van Noorden observed that when the
frequency difference between A and B was small and the
tempo was low, listeners generally perceived the sequence of
ABA triplets as a single melodic stream. In contrast, when
the frequency difference was large and the tempo fast
enough, the sequence was perceived as consisting of two
streams, one formed by the A tones, the other by the B tones.
Van Noorden defined the temporal coherence boundary
~TCB! as the point above which at least two streams are
always heard, and the fission boundary~FB! as the point
below which only one stream is always heard.

Following these early demonstrations of auditory
streaming, several studies have shown that streaming could
be elicited using stimuli other than pure tones and/or param-
eters other than frequency. In particular, streaming has been
obtained with harmonic complex tones differing in their fun-
damental frequency~F0! ~Singh, 1987; Bregmanet al.,
1990! or frequency region~Bregman and Levitan, 1983!, as
well as with tones or bands of noise differing in their tem-
poral or spectral characteristics~Bregman and Levitan, 1983;
Bregman, 1990; Bregmanet al., 1999, 2001; Cusack and
Roberts, 2000!.

In view of the vast diversity of stimulus parameters ap-
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parently able to promote streaming, it soon became impor-
tant to determine the essential underlying factors and mecha-
nisms of streaming. Hartmann and Johnson~1991! were the
first to propose that streaming depends, primarily, on periph-
eral auditory filtering. Schematically, sounds that succes-
sively excite the same sets of auditory channels are perceived
as a single stream; sounds that excite different peripheral
auditory channels are assigned to different perceptual
streams. This so-called ‘‘channeling theory’’ of streaming
can account for most of the experimental data obtained in the
studies cited above. And even if the results cannot be ac-
counted for by a strict version of the channeling theory, they
presumably can be accounted for by a ‘‘milder’’ version of it,
according to which sounds that produce substantially differ-
ent excitation patterns in the peripheral auditory system form
different streams, whereas sounds that produce similar pe-
ripheral excitation patterns fall in the same stream. The latter
view has recently received support from experimental data
obtained in both psychoacoustical~Rose and Moore, 1997,
2000! and neurophysiological~Fishmanet al., 2001! investi-
gations. Furthermore, the channeling theory has inspired
computer models of auditory streaming, which can success-
fully account for a large number of experimental results
~Beauvois and Meddis, 1996; McCabe and Denham, 1997!.

There are, however, various results in the literature that
cannot be accounted for by the channeling theory. In particu-
lar, several studies conducted over the past four years have
convincingly demonstrated that sequences of harmonic com-
plex tones exciting the same auditory filters can be percep-
tually segregated based on differences inF0 ~Vliegen and
Oxenham, 1999; Vliegenet al., 1999; Grimaultet al., 2000,
2001!. The results of these studies are striking as they in-
cluded conditions in which the stimuli, although having a
different F0, elicited very similar spectral patterns of excita-
tion in the peripheral auditory system. This was achieved by
using complex tones whose harmonics were filtered in the
same frequency region and were not resolved by the auditory
periphery. Furthermore, a continuous background noise was
added in order to mask distortion products generated in the
cochlea, which might have introducedF0-related spectral
cues. Therefore, the results of these studies not only demon-
strate that sounds which successively excite the same periph-
eral auditory filters can be perceptually segregated, they also
indicate that streaming can occur in the absence of spectrum-
related changes in the activity of the peripheral auditory sys-
tem over time.

The next logical step consists of trying to determine in
more detail which cues other than spectral cues could medi-
ate the perceptual segregation of sounds. The only known
alternative to spectral encoding is temporal encoding, and
thus it seems likely that when streaming is not mediated by
spectral cues, it is mediated by temporal cues. However, it
remains to be determined exactly which types of temporal
cues can mediate streaming. Two main types of temporal
information that can be encoded in the auditory system are
fine structure and envelope. Both types of temporal informa-
tion could potentially mediate streaming. In the present
study, we focused on investigating the role of the latter. The
first experiment was devoted to testing whether changes in

the rate of temporal envelope fluctuations could give rise to
streaming. The purpose of the second experiment was to de-
termine the influence of modulation depth on the
modulation-rate-based streaming effects observed in the first
experiment. Finally, the third experiment was performed in
order to test whether the streaming effects obtained in the
first two experiments were mediated by perceived differ-
ences in modulation strength.

II. EXPERIMENT 1: SEGREGATION OF FULLY
MODULATED BROADBAND NOISES

A. Rationale

Previous studies~Vliegen and Oxenham, 1999; Vliegen
et al., 1999; Grimaultet al., 2000! have shown that stream-
ing can be mediated solely by temporal cues. The character-
istics of the unresolved harmonic complexes used in these
earlier studies were such that both the temporal fine structure
and the temporal envelope could be encoded in the auditory
system. In experiment 1, we tested whether perceptual
streaming can occur solely on the basis of differences in the
temporal envelope of successive sounds. To prevent listeners
from using spectral cues, we used broadband noise carriers.
Envelope cues were produced by modulating the amplitude
of the stimuli at different rates. If streaming can be observed
with such stimuli, it will demonstrate that streaming can be
induced solely on the basis of temporal envelope fluctua-
tions.

B. Subjects

Five subjects~three females and two males! aged be-
tween 22 and 30 years participated. All but one had absolute
thresholds in the test~right! ear at or below 15 dB HL
~ANSI, 1996! at octave frequencies between 125 and 8000
Hz. The remaining subject~NG, first author! had a slight
hearing loss at 8000 Hz~20 dB HL!. Three subjects~CG,
SH, and JB! were paid for their participation, whereas sub-
ject DE received university credit. Two subjects~NG and
CG! had previous experience in psychoacoustic tasks, in-
cluding streaming tasks. Indeed, they participated in Gri-
maultet al. ~2000!. All the other subjects had no prior expe-
rience in streaming tasks, and thus they took part in a
preliminary 1.5-h familiarization session. During this ses-
sion, they performed a classical streaming task involving a
constant-stimulus procedure and iterated sequences of both
pure tones and of the same amplitude-modulated broadband
noises that were used in the first experiment. The actual ex-
periment itself was completed in two or three test sessions of
approximately 1.5 h each.

C. Stimuli and apparatus

The stimuli used in this experiment consisted of tempo-
ral sequences of sinusoidally amplitude-modulated bursts of
broadband noise. The stimulus sequences were formed by a
repeating ABA-pattern, where A and B corresponded to
bursts having different modulation rates, and - represented a
20-ms silent interval. The modulation depth was maintained
at 100% throughout the experiment. Each burst was 100 ms
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in duration, including rise and fall cosine ramps of 10 ms
each. The stimuli were generated digitally and recorded on a
CD-R prior to testing. The bursts used in this experiment
were presented at a spectrum level of 50 dB SPL.

The stimuli were played through a 16-bit digital-to-
analog converter~TDT DD1! at a sampling rate of 44.1 kHz
and passed through an anti-aliasing filter~TDT FT6-2; 260
dB at 1.15 times the corner frequency! with a corner fre-
quency set to 8 kHz. A continuous background noise was
added in order to mask the perception of distortion products
which could have been elicited by the amplitude-modulated
noise stimuli~Wiegrebe and Patterson, 1999!, even though
the perception of such distortion products was unlikely. This
masker was produced by successively feeding the output of a
white noise generator~TDT WG1! to an anti-aliasing filter
~TDT FT6-2! with a corner frequency of 8 kHz and to a
low-pass filter~TDT PF1; 225 dB at 1.15 times the corner
frequency! with a corner frequency of 900 Hz~i.e., 100 Hz
above the highest modulation rate used in the experiment!.
The spectrum level of the masker~within the pass band! was
50 dB SPL.

The signals and the background noise were indepen-
dently led to two separate programmable attenuators~TDT
PA4!. The outputs of the attenuators were summed~TDT
SM3! and led to the right earpiece of Sony MDR 7506 head-
phones via a preamplifier~TDT HBC! and a resistor box
aimed to prevent electrical cross talk.

D. Procedures

Two different experimental procedures were used for the
measurement of perceptual stream segregation in this experi-
ment. The first procedure was a traditional constant-stimulus
procedure. In this procedure, 13 different iterating ABA-
stimulus sequences, corresponding to 13 different modula-
tion rates of the B noises, were used. The modulation rate of
the B noise varied between 100 and 800 Hz across se-
quences. Its actual value could be 0, 0.3, 0.5, 0.7, 0.8, 1, 1.2,
1.4, 1.6, 1.8, 2, 2.5, or 3 oct above the modulation rate of the
A noise. The overall sequence duration was fixed at 6.4 s.
The modulation rate of the A noise was constant at 100 Hz
throughout the experiment. Following the presentation of
each sequence, the subject was required to indicate on a
computer keyboard if one or two streams had been heard.
The 13 conditions were presented 40 times, in four blocks, in
random order.

The second experimental procedure was devised to ob-
tain reliable estimates of the TCB and FB in a short period of
time. This procedure will be referred to as the ‘‘timing pro-
cedure.’’ It involved the use of repeating ABA-sequences
wherein the modulation rate of A was constant at 100 Hz,
and the modulation rate of B varied either from 100 to 800
Hz ~blocks of ‘‘increasing’’ sequence! or from 800 to 100 Hz
~blocks of ‘‘decreasing’’ sequence!. Ten different variation
rates were used, leading to ten different sequence durations,
ranging from 10.88 to 33.6 s. The different variation rates
were produced by varying, simultaneously, the number of
consecutive ABA-triplets in which the amplitude modulation
~AM ! rate of the B noises remained constant~from 1 to 5!,
and the variation step~from 0.03 to 0.3 oct!. Each of the ten

sequences was presented three times, in one block, in a
pseudo-randomized order. Subjects were required to press a
button on a response box~TDT! as many times as they
wanted during the presentation of the sound sequence to in-
dicate whether they heard one stream or two. Each time the
button corresponding to the perception of one or two streams
was pressed, the current modulation rate of the B noise was
recorded. The subjects produced on average around one re-
sponse per second. Based on these responses, two distribu-
tions were defined. The distribution of one-stream~two-
streams! responses was the number of one-stream~two-
streams! responses across the ten variation-rate conditions
and three repetitions distributed in 0.1-oct-wide bins. The FB
was then estimated from the distributions of responses ob-
tained with the ‘‘decreasing’’ sequences, and the TCB was
estimated from the distributions of responses obtained with
the ‘‘increasing’’ sequences. Each estimate of these bound-
aries using this timing procedure was based on approxi-
mately 660 responses, whereas the threshold estimate was
based on approximately 520 responses using the constant-
stimulus procedure.

AM-rate discrimination thresholds~AMRDTs! were also
measured. Threshold estimates were obtained using a three-
interval, two-alternative, forced-choice procedure with a
two-down one-up adaptive rule tracking the 70.7% correct
point on the psychometric function~Levitt, 1971!. On each
trial, following a reference interval containing an AM noise
burst with a rate of 100 Hz, the subject was presented two
successive AM noise bursts, one with an AM rate of 100 Hz
and the other with an AM rate of 1001DF Hz, in random
order. The subject picked the interval which was thought to
contain the higher modulation rate. Differences in modula-
tion rate were increased or decreased by a factor of 2 until
the fourth turnpoint and by& thereafter. The procedure
stopped after 16 turnpoints. The threshold was estimated as
the geometric mean of the last 12 turnpoints, expressed as a
percentage of the nominal modulation rate. Trial-by-trial vi-
sual feedback was provided. The noise bursts had the same
spectral and temporal characteristics as those used in the
streaming task.

E. Results and discussion

The results from the constant-stimulus procedure were
similar across subjects, and thus Fig. 1 shows how the pro-
portion of two-stream responses averaged across subjects
varied as a function of the AM rate difference between the A
and B noises. These average data were fitted using a two-
parameter cumulative Gaussian function~Dai, 1995!. The re-
sulting function was used to estimate the streaming thresh-
old, defined as thex-value yielding 0.5 proportion of two-
streams responses. A one way repeated-measures ANOVA,
applied to the individual data, revealed that the subjects’ re-
sponses depended in a highly significant way on the AM-rate
difference @F(12,48)560.58,p,0.001#. These results are
in very good agreement with the idea that it is possible to
segregate sequential sounds on the basis of differences in the
rate of the temporal fluctuations that they contain, in the
absence of spectral or other temporal cues. Interestingly, the
low proportion of two-streams responses with a one-octave
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modulation-rate difference could be related to the octave er-
ror phenomenon reported in a pitch judgment experiment
with interrupted noises~Pollack, 1968!. That would indicate
that pitchper serather than modulation rateper sewas the
basis for segregation.

AMRDTs were measured to determine whether the
streaming thresholds induced by AM-rate differences were
related to the subjects’ ability to perceive differences in AM
rate. Table I gives the streaming thresholds and the AM-
RDTs. Streaming thresholds varied across subjects by only
0.16 oct. Note that the mean~0.89 oct! of the individual
thresholds differs slightly from the threshold~0.91! derived
from the average results shown in Fig. 1. The measured
AMRDTs1 were significantly smaller than the streaming
thresholds @ t(4)516, p,0.001# and not correlated with
them ~Pearson’sr 520.72, p50.17!. The lack of a signifi-
cant relationship between the two types of thresholds sug-
gests that streaming induced by differences in AM rate is not
related to fine AM-rate discrimination performance. This is
consistent with the fact that the frequency difference neces-
sary for iterated ABA-sequences of pure tones to be heard as
two streams is much larger than the frequency difference
limens at the considered frequencies.

Figure 2 shows the individual results obtained using the
timing procedure. Each panel represents the difference be-
tween the distributions of two-streams and one-stream re-
sponses for a given subject. The first and second columns
respectively correspond to the increasing and decreasing se-

quence conditions. The difference distributions were fitted
using a cumulative Gaussian function with three parameters:
asymptotic value, slope, and threshold. The resulting func-
tions were used to estimate the streaming threshold, defined
as the point at which the fitting curve crossed thex-axis.

A pairedt test@ t(4)54.51,p50.01# applied to the data
in Fig. 2 demonstrates that the individual thresholds mea-
sured using the increasing sequences were always higher
than those measured using the decreasing sequences. This
observation may be explained by the fact that subjects ‘‘held
on’’ to the initial percept~i.e., that of one stream for increas-
ing sequences and that of two streams for decreasing se-
quences! for as long as possible. For all subjects but one
~DE!, the streaming thresholds estimated previously using
the constant-stimulus procedure~Table I! were between the
two thresholds measured using the timing procedure~Fig. 2!.
The mean thresholds for increasing and decreasing se-
quences in the timing procedure were 1.03 (S.E.50.06) and
0.75 oct (S.E.50.03), respectively; the mean threshold for
the constant-stimulus procedure was 0.89 oct (S.E.50.03).
Van Noorden~1975! has described the effect of tone repeti-
tion time on both the FB and the TCB. A repetition time of
100 ms led to a distance of about 2.27 semitones between FB
and TCB. With modulated noises, the distance between the
mean thresholds for increasing and decreasing sequences
was found to be equal to 2.26 semitones. These observations
are consistent with the notion that the streaming thresholds
measured using the decreasing and increasing sequences re-
flected the FB and TCB, respectively, and that the streaming
thresholds measured with the constant-stimulus procedure
reflected the use of a neutral internal criterion.

The results from both the constant-stimulus procedure
and the timing procedure are in very good agreement with
the idea that envelope cues are a useful feature for streaming.
It is of interest to compare the AM-rate-based streaming re-
sults from the current experiment with F0-based streaming
results of Grimaultet al. ~2000!. The data from their three
unresolved conditions2 have been reanalyzed using the same
fitting method that was used in the current experiment. The
average streaming threshold estimated this way from their
data was 0.94 oct (S.E.50.07). This is very close to that
obtained in the present study using the same constant-
stimulus procedure. This close correspondence between the
streaming thresholds measured with unresolved harmonics
differing in F0 and broadband noises differing in AM rate
might be interpreted as reflecting the fact that streaming in
both cases relies upon envelope cues. With unresolved har-
monics, the envelope cue could come from the fact that the
output of the auditory filter that processes two or more har-

FIG. 1. Proportion of two-stream responses as a function of the modulation
rate difference between A and B noises in the constant-stimulus procedure
~see text for details!. The modulation rate of A was 100 Hz, and the modu-
lation rate of B varied from 100 to 800 Hz. The vertical bars represent the
standard error across subjects. A two-parameter cumulative Gaussian func-
tion was fitted to the data~solid line! and used to extrapolate the streaming
threshold~T!.

TABLE I. Individual streaming thresholds in octaves obtained with the constant-stimulus procedure~first row!
and individual amplitude modulation rate discrimination thresholds~AMRDT!. The standard error of the AM-
RDT measurements was 0.02 or smaller for each subject. The two last columns show the mean and the standard
error ~S.E.! across subjects.

NG CG DE SH JB Mean S.E.

Constant stimulus procedure~oct! 0.98 0.82 0.91 0.92 0.84 0.89 0.03
AMRDT ~oct! 0.07 0.14 0.11 0.16 0.2 0.14 0.02
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monics may fluctuate in amplitude at a rate equal toF0. We
cannot exclude the possibility, however, that the streaming
with unresolved harmonics involved the use of fine-structure
cues. The fact that the pitch of sinusoidally amplitude-
modulated noise~Burns and Viemeister, 1976, 1981! is gen-
erally weaker than the pitch of unresolved harmonic
complexes—despite the fact that the two stimuli have similar
streaming thresholds—raises the possibility that modulation
rate rather than pitchper seis fundamentally important to the
streaming of either AM noises or unresolved harmonic com-
plexes.

III. EXPERIMENT 2: EFFECT OF MODULATION DEPTH

A. Rationale

The results obtained in experiment 1 indicate that differ-
ences in the rate of temporal envelope fluctuations can be
used for the purpose of auditory stream segregation in the
absence of other temporal or spectral cues. The second ex-
periment was aimed at investigating the effects of modula-
tion depth on these AM-rate-based streaming effects. If such
effects are present only at large modulation depths, like the
one used in experiment 1, they should be of very limited use
in daily life. In contrast, if streaming can be achieved with

small modulation depths, this would argue for their potential
usefulness in the natural auditory environment.

B. Subjects

The same five subjects participated in this experiment.
All measurements were completed in two to three test ses-
sions of approximately 1.5 h each.

C. Stimuli, apparatus and procedure

The stimuli, apparatus, and timing procedure were simi-
lar to those in experiment 1, except that the modulation depth
~m! of the A and B noise bursts varied from 0.8~80%! to 0.2
~20%! in steps of 0.2~20%!. An arbitrary value in dB, de-
fined as 20 log (m) was associated with each linear value of
m. The modulation depth varied across blocks in a pseudo-
randomized order.

Modulation detection thresholds~MDT! were also mea-
sured, using noise bursts with identical spectral and temporal
characteristics as those used for the measurement of stream-
ing thresholds. The two-interval, two-alternative, forced-
choice procedure was the same as in Bacon and Gleitman
~1992!.

FIG. 2. Distribution in 0.1-oct-wide
bins of the two-stream responses mi-
nus the one-stream responses for each
subject~rows! and for both increasing
~first column! and decreasing~second
column! sequences~see text for de-
tails!. In each panel, a three-parameter
cumulative Gaussian function was fit-
ted to the data~solid line! and used to
extrapolate the streaming threshold
~T!.
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D. Results and discussion

Figure 3 shows the mean streaming thresholds as a func-
tion of modulation depth for the increasing~filled circles!
and decreasing~unfilled circles! sequences. These thresholds
were estimated using the same fitting procedure as in experi-
ment 1. The data corresponding tom51 are replotted from
experiment 1. The threshold from experiment 1 using the
constant-stimulus procedure is shown as an unfilled star. The
mean streaming thresholds obtained for unresolved harmon-
ics in Grimaultet al. ~2000!, discussed in the context of ex-
periment 1, are represented by filled stars. The filled and
unfilled arrows~at 3 oct or 800 Hz! indicate cases where the
fitting procedure failed to provide a reliable threshold esti-
mate, because the difference between the two response dis-
tributions was almost flat for 7 out of 10 conditions
(5 subjects32 sequence directions). In such cases, it is un-
clear whether streaming would have occurred for larger
modulation rate differences.

A two-way repeated-measures ANOVA~modulation
depth3sequence direction! applied to the data obtained with
the timing procedure (m51.0– 0.2) revealed a highly sig-
nificant effect of modulation depth@F(3,12)511.69,
p,0.001#: the smaller the depth, the smaller the proportion
of two-stream responses. Although the thresholds from the
increasing sequences were higher than those from the de-
creasing sequences in 14 out of 20 conditions, the main ef-
fect of direction of modulation rate variation was not signifi-
cant @F(1,4)52.60,p50.18#.

The modulation detection thresholds averaged across
subjects are shown in Table II. The third line of this table
indicates the number of subjects contributing to the modula-
tion detection threshold. At rates above 200 Hz, some sub-
jects could not reliably detect modulation.3

The comparison between the modulation detection
thresholds reported in Table II and the streaming data plotted
in Fig. 3 reveals, not surprisingly, that when the modulations
of the A and B noises were not detectable, thresholds could
not be measured. More interestingly, it also reveals that the
subjects were able to segregate the A and B noises as long as
the modulation applied to either was detectable. For ex-
ample, when the modulation applied to the A noises was
detectable but that applied to the B noises was at detection
threshold or even below~namely, in the condition wherem
50.4!, the subjects were still able to segregate the A and B
noises. In this situation, streaming may have been mediated
by a timbre difference between the A and B noises related to
the fact that the former were warbling whereas the latter
where not. The robustness of streaming with envelope cues
suggests the potential usefulness of these cues in the natural
auditory environment.

IV. EXPERIMENT 3: EFFECT OF MODULATION
STRENGTH

A. Rationale

In the two previous experiments, streaming could either
depend directly on differences in modulation rate between
the A and B noises, or it could be mediated by differences in
their perceived strength of modulation, which covaried with
modulation rate differences~Fastl, 1982; Daniel and Weber,
1997!. In this last experiment, two different approaches were
used in an attempt to partial out the potential influence of
modulation strength. The first approach involved the genera-
tion of stimulus sequences specifically tailored for each sub-
ject with the modulation depth of the A and B noises set at a
constant number of dB above the subject’s modulation-
detection threshold at the considered rate. However, a fixed
dB sensation level~SL! may not correspond to the same
modulation strength at each modulation rate, and thus the
second approach involved setting the modulation depths of
the A and B noises for each subject in such a way that their
modulation was judged to be of equal strength.

B. Subjects

Respectively four~NG, CG, DE, and SH! and three
~NG, CG and DE! of the subjects of experiment 1 partici-

FIG. 3. Streaming thresholds in octaves obtained from either the timing
procedure with increasing sequences~filled circles! or decreasing sequences
~unfilled circles! or the constant-stimulus procedure~unfilled star! as a func-
tion of the modulation depth of A and B noises. The two arrows indicate that
thresholds could not be measured, even at the largest difference in rate. In all
these conditions, the vertical bars represent the standard error across sub-
jects. Previous results from Grimaultet al. ~2000! have also been plotted
~filled star!. This data point corresponds to the mean streaming threshold
from their three unresolved complex tone conditions. The vertical bars as-
sociated with this particular data point represent the standard error across
experimental conditions.

TABLE II. Group mean modulation detection threshold~MDTs! in dB for
each modulation rate. Also shown is the standard error~S.E.! and the num-
ber ~N! of subjects contributing to each threshold.

Modulation rate~Hz! 100 200 400 800

MDT ~dB! 213.81 210.69 28.49 25.66
S.E. ~dB! 1.43 2.67 2.11 0.88
N 5 5 4 2
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pated in the first and second approaches. All measurements
were completed in one to two test sessions of approximately
1.5 h each.

C. Stimuli, apparatus, and procedure

The stimuli, apparatus, and procedure were the same or
similar to those used in experiment 1. The timing procedure
described earlier was used with increasing and decreasing
sequences where the modulation rate of the B noise varied
either from 100 to 400 Hz or from 400 to 100 Hz. Different
stimulus sequences were generated for the different condi-
tions and the different subjects, and recorded on individual
CD-Rs. The modulation depth, expressed in dB, was no
longer constant within each sequence. In the first condition,
it was set at a constant value in dB above the individual
modulation detection threshold, measured in experiment 2, at
the considered AM rate~100, 200, and 400 Hz!. Modulation
detection thresholds corresponding to other modulation rates
of the B noises were estimated using linear interpolation. The
individual SLs and the corresponding modulation depths are
shown in Table III. These SLs were individually chosen to be
close to the absolute value of the larger~worst! detection
threshold in dB in the range 100–400 Hz. In the second
condition, the modulation depths of the A and B noises were
set so as to produce equal and constant modulation strength
sensations in all modulation-rate conditions. To achieve this,
subjects were first required to rate the strength of modula-
tions applied to the same kind of noise bursts used in previ-
ous experiments. To provide the subjects with a comparison
reference, the bursts of modulated noise were always pre-
ceded by a burst of unmodulated noise with an assigned
arbitrary strength of 1. This was done at modulation rates of
100, 200, 400, and 800 Hz, as well as at modulation depths
ranging from222 dB ~8%! to 0 dB ~100%!. All conditions
were presented three times, in random order, in a single
block. Example results obtained using this scaling procedure
are shown in Fig. 4 for subject NG. On the basis of these
results, a given modulation strength was then chosen for
each subject as approximately the highest modulation
strength value common to the curves for 100, 200, and 400
Hz ~the dotted line in Fig. 4!. In cases where the curve for a
given rate was nonmonotonic and crossed this modulation

strength value more than once, the lowest modulation depth
where it crossed was chosen. Here 800 Hz was excluded
because the modulation was often not detectable, and the
modulation strength was generally too low. The modulation
strength values used for the different subjects are reported in
Table III, along with the corresponding modulation depths.
The modulation depths corresponding to intermediate modu-
lation rates were estimated by means of linear interpolation.

D. Results and discussion

The individual streaming thresholds are shown in Table
III. Despite the fact that A and B noises evoked identical or
similar modulation strength sensations, all subjects consis-
tently reported hearing two streams in some of the conditions
tested. This suggests that streaming can occur on the basis of

TABLE III. Individual streaming thresholds from experiment 3 obtained with the timing procedure with both
increasing~column 8! and decreasing~column 9! sequences. The sequences have been built using the first or the
second method~column 2! described in the text in order to equalize the modulation strength of A and B within
each sequence. The individual SLs~method 1! are shown in column 3; the modulation strength~method 2! is
shown in column 4. The modulation depth values for the two methods are indicated in columns 5–7.

Subject Method dB SL
Modulation

strength

Modulation depth (20 logm) Streaming threshold~oct!

100 Hz 200 Hz 400 Hz Increasing Decreasing

NG 1 10 ¯ 26.5 211.2 22.7 1.51 1.27
2 ¯ 2.2 26.7 23.0 20.3 1.01 0.96

CG 1 6.9 ¯ 27.0 21.2 0.0 1.55 0.91
2 ¯ 2.5 29.5 27.0 22.0 1.49 0.92

DE 1 7.4 ¯ 29.9 0.0 23.7 0.68 0.48
2 ¯ 2.0 29.6 26.8 0.0 1.17 0.89

SH 1 3.3 ¯ 26.4 26.7 0 0.75 0.99
2 ¯ ¯ ¯ ¯ ¯ ¯ ¯

FIG. 4. Modulation strength curves for subject NG with modulation rates
from 100 to 800 Hz~see text for details!. The horizontal dotted line corre-
sponds to the modulation strength used in experiment 3.
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modulation rate in the absence of salient differences in
modulation strength, although it is possible that slight differ-
ences in perceived modulation strength between A and B
noises still existed. Altogether, the results of this and the
previous two experiments strongly suggest that streaming
can occur on the basis of differences in the rate of temporal
envelope fluctuations.

V. GENERAL DISCUSSION

The results of this study indicate that it is possible to
segregate sequential sounds on the sole basis of differences
in the rate of the temporal fluctuations that they contain, in
the absence of spectral or other temporal cues. This effect is
still present when there are no physical or perceived differ-
ences in AM depth, suggesting that it is based on differences
in the rate of envelope fluctuationsper se. However, this
does not imply that differences in the depth or strength of
envelope fluctuations may not be used for the purpose of
stream segregation; this possibility still needs to be tested in
future studies.

The streaming effect was adversely affected by de-
creases in the depth of the amplitude fluctuations. The mini-
mum difference in AM rate required for the subjects to hear
the sequences as two streams increased with decreases in
modulation depth. However, the effect was very robust in the
sense that sequential segregation remained possible as long
as subjects could detect the modulation applied to either of
the two stimuli making up the sequences. This suggests that
rate-based streaming may be possible in the natural environ-
ment, where the depth of envelope fluctuations in signals,
like speech, may be attenuated by background noise or re-
flections.

The results of this study have implications for theories
and models of auditory stream segregation. From a general
point of view, these results cannot be accounted for by the
channeling theory of streaming, according to which stream
segregation can only occur when sounds excite different pe-
ripheral auditory filters. Indeed, in the present study, stream
segregation was found to be possible with sounds that suc-
cessively excited the same sets of peripheral auditory chan-
nels. Furthermore, since the long-term spectra of the stimuli
used in this study were identical, the results generally argue
against theories or models of auditory streaming based ex-
clusively on long-term representations of the power spectra
of the stimuli.

The present results suggest that future models of audi-
tory stream segregation might involve channels in the modu-
lation domain~Dau et al., 1997a, b; Ewert and Dau, 2000!,
in addition to channels in the spectral domain. Within the
framework of such a refined model, stream segregation
might be predicted to occur when successive sounds excite
different spectral or modulation channels.
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stimulus duration~100 ms here versus 500 ms in Formby’s study! or by less
training ~no training in rate discrimination here versus 1.5 h of training in
Formby’s study!. This latter explanation is consistent with the fact that the
lowest threshold~0.07 oct! obtained here was for the only subject~NG!
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Loudness was measured as a function of signal bandwidth for 10-, 100-, and 1000-ms-long signals.
The test and reference signals were bandpass-filtered noise spectrally centered at 2 kHz. The
bandwidth of the test signal was varied from 200 to 6400 Hz. The reference signal had a bandwidth
of 3200 Hz. The reference levels were 45, 55, and 65 dB SPL. The level to produce equal loudness
was measured with an adaptive, two-interval, two-alternative forced-choice procedure. A loudness
matching procedure was used, where the tracks for all signal pairs to be compared were interleaved.
Mean results for nine normal-hearing subjects showed that the magnitude of spectral loudness
summation depends on signal duration. For all reference levels, a 6- to 8-dB larger level difference
between equally loud signals with the smallest (D f 5200 Hz) and largest (D f 56400 Hz)
bandwidth is found for 10-ms-long signals than for the 1000-ms-long signals. The duration effect
slightly decreases with increasing reference loudness. As a consequence, loudness models should
include a duration-dependent compression stage. Alternatively, if a fixed loudness ratio between
signals of different duration is assumed, this loudness ratio should depend on the signal spectrum.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1451065#

PACS numbers: 43.66.Cb, 43.66.Mk, 43.66.Ba@SPB#

I. INTRODUCTION

Loudness is defined as the psychophysical correlate of
sound intensity which also depends on other physical param-
eters, such as, e.g., spectral content of the signal. Many stud-
ies have shown that the loudness of a sound with constant
intensity which is restricted to a certain frequency band de-
pends on the width of the band. While the bandwidth shows
virtually no effect on loudness until a critical bandwidth is
reached, the loudness significantly increases with bandwidth
if this value is exceeded~e.g., Fletcher and Munson, 1933;
Zwicker and Feldtkeller, 1955; Zwickeret al., 1957; Scharf,
1959, 1961; Cacace and Margolis, 1985; Schneider, 1988;
Hübner and Ellermeier, 1993!. This effect is called~spectral!
‘‘loudness summation’’ due to the mechanism believed to be
responsible for this effect~e.g., Fletcher and Steinberg, 1924;
Zwicker and Fastl, 1999!: for sounds which excite more than
one critical band the~partial! loudness is determined in each
critical band separately and then summed across frequency.
Since the relation between loudness and intensity is com-
pressive, this sum yields larger loudness values than the
loudness of a sound with the same intensity, but with a sub-
critical bandwidth. According to this concept, the magnitude
of spectral loudness summation1 depends on two parameters:
~i! the frequency resolution of the auditory system~i.e., the
width of the critical bands! and (i i ) the size of the compres-
sion. A higher compression and a higher frequency resolution
yield a larger effect of signal bandwidth on loudness.

Loudness summation is not only found across frequency
but also over time. Studies on the effect of signal duration

and repetition rate of short pulses on loudness showed that
loudness is integrated up to a ‘‘critical duration’’ of about
100 ms~Port, 1963a, b; Reichardt and Niese, 1965; Zwicker,
1966; Reichardt and Niese, 1970; Poulsen, 1981; Kumagai
et al., 1982a, b, 1984; Soneet al., 1986; Namba, 1987;
Takeshimaet al., 1988; Oguraet al., 1991, 1993!. The effect
is usually referred to as temporal integration of loudness or
temporal loudness summation~in contrast tospectral loud-
ness summation as described above!. Munson~1947! already
modeled this effect by assuming that loudness is integrated
over time by a leaky integrator.2

Most studies have investigated only one aspect of loud-
ness summation, i.e., either purely temporal or purely spec-
tral. For example, in most studies on spectral loudness sum-
mation long durations of about 1 s were used. Only a few
studies have considered temporal aspects of spectral loud-
ness summation. Port~1963a! found that the loudness of a
5-ms noise band spectrally centered at 2 kHz increases with
increasing bandwidth in the same way as the loudness of a
1200-ms noise band does, assuming the absolute loudness of
the reference is the same for the two durations. Zwicker
~1965! compared the loudness of a 5-kHz tone with that of a
white noise for durations of 2 and 500 ms, with level as the
parameter. He found in agreement with Port~1963a! that the
level difference necessary to produce equal loudness for the
short signals is the same as for the long signals, given an
identical reference loudness.

Scharf ~1970! concluded from the vanishing effect of
duration on the magnitude of spectral loudness summation
found by Port~1963a! and Zwicker~1965! that the critical
bandwidth does not change with signal duration. Note, how-
ever, that this conclusion also implies that the compression is
the same for the different durations since both parameters
determine the magnitude of spectral loudness summation
~see above!.

a!This article is a revised version of parts of the dissertation of the first
author~Verhey, 1999!.

b!Current address: Center for the Neural Basis of Hearing, The Physiological
Laboratory, University of Cambridge, Downing Street, Cambridge CB2
3EG, United Kingdom. Electronic mail: jlv23@cam.ac.uk
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However, in two recent studies on temporal integration
of loudness, it was claimed that the loudness function must
have a different slope for short~5 ms! and long~200 ms!
tones at the same loudness~Florentine et al., 1996; Buus
et al., 1997!. The authors based their argument on the finding
that the magnitude of temporal summation of loudness for a
1-kHz tone is level dependent. The level difference between
the short and the long tone at the point of equal loudness
increased with increasing level as the level of the short tone
varied from 10 to about 70 dB SPL. This increase in level
difference implies that the loudness function of the short tone
must have a shallower slope~i.e., a different compression!
than the loudness function of the long tone at the same ab-
solute loudness. Following the explanation for spectral loud-
ness summation as outlined above, this finding suggests that
~in this level range! the magnitude of spectral loudness sum-
mation should be larger for short than for long sounds, if the
same reference loudness is used. This is qualitatively in line
with result from Boone~1973!. His data show greater mag-
nitude of spectral loudness summation for 18- than for 1000-
ms-long signals at a reference loudness level of 72 phon~see
also Sec. IV!.

In fact, although it is not mentioned explicitly in the
literature, models that assume a nearly instantaneously acting
spectral integration of loudness prior to the temporal integra-
tion ~e.g., Oguraet al., 1993; Stoneet al., 1997! should pre-
dict different loudness summation for short and long signals
if a level-dependent compression is assumed. At the same
loudness, the short signals have a considerably higher inten-
sity than the long signals and as a consequence the compres-
sion for the short signals may be different from that for the
long signals. This should be especially salient at low to me-
dium levels, where the slope of the loudness function varies
considerably with level~e.g., Zwislocki, 1965; Florentine
et al., 1996; Zwicker and Fastl, 1999! and generally is lower
at higher levels. Thus, loudness models with a realistic level-
dependent compression stage should predict a greater mag-
nitude of spectral loudness summation for short signals than
for long signals~given the same reference loudness! in this
level range. Note that they would not predict a different mag-
nitude of spectral loudness summation at the same reference
level, since the compression would be the same for short and
long signals at the same level.

The present study investigates if the magnitude of spec-
tral loudness summation depends on the duration of the sig-
nal ~a! at the same reference level and~b! at the same refer-
ence loudness. The effect of bandwidth on loudness is
measured for three durations. The level difference between a
test signal and the equally long reference signal at the point
of equal loudness was measured for all durations at three
reference levels. The difference between the reference levels
of 10 dB was chosen in order to permit a comparison of the
magnitude of spectral loudness summation across durations
not only at the same reference level but also at approxi-
mately the same reference loudness.

II. METHODS

A. Procedure

Stimuli with different bandwidths were matched in loud-
ness to a reference signal with fixed bandwidth and level
using an adaptive two-interval, two-alternative forced-choice
procedure. In each trial the listeners heard two sounds, the
reference and the test signal, which were separated by a
500-ms silent interval. Test and reference signals were pre-
sented in random order and with equala priori probability.
The listeners indicated which signal was louder by pressing
the corresponding key on a keyboard. A simple one-up one-
down procedure was used, which converges at the 50% point
of the psychometric function~Levitt, 1971!. If the listener
indicated that the test signal was the louder one, its level was
reduced in the next trial, otherwise it was increased. At the
beginning, the step size was 8 dB. It was divided by 2 after
each reversal in the adaptive level tracking procedure. At a
step size of 2 dB it was held constant for the next four re-
versals. The level difference between test and reference sig-
nal needed to obtain the same loudness for one track was
determined by calculating the median of the levels at these
last four reversals. Three matches were obtained for each
listener and pair of stimuli.

To reduce biases that occur when stimuli from only one
stimulus pair are matched in loudness in a series of trials,
several interleaved adaptive tracks were used. Hence, con-
current loudness matches were obtained for all stimulus pairs
tested~Florentineet al., 1996!. On each trial, the track was
chosen randomly from all possible tracks, i.e., from all tracks
that had not yet been terminated. To ensure that the inter-
leaved tracks converge at roughly the same time the random
choice of tracks is further restricted by requiring that each
track be selected once in random order before any track
could be reselected. If one track is terminated, the rule is
applied to the choice of trials from the remaining untermi-
nated tracks.

Three different starting levels of the test signal at the
beginning of each track were tested for each stimulus pair:
20 dB above, 20 dB below, and at the reference level~0 dB
difference!. In a series of trials, the tracks were uniformly
distributed across the three starting levels. All starting levels
had the same frequency of occurrence in a series of trials.

Although the procedure is comparable to the procedure
proposed by Florentineet al. ~1996! and Buuset al. ~1997,
1998!, there are some details which differ considerably. In
the present experiment, the reference signal was the same
within each series of trials and its level was fixed. It was
argued by Florentineet al. ~1996! that a fixed reference
could bias the measurement. However, in Verhey~1999! it
was shown that the the fixed reference does not influence the
results for the procedure used in the present study. Another
difference is the choice of the starting level. Whereas in the
present article the tracks started at 20, 0, or220 dB relative
to the reference level, Florentineet al. used a starting level
of 10 dB above the expected value. However, at least for the
procedure used in the present study, the starting level has a
negligible effect~smaller than 3 dB! on the results of spectral
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loudness summation measurements with bandpass-noise sig-
nals ~Verhey, 1999!.

B. Evaluation of the data

The average of the data for the three different starting
levels is considered the point of subjective equality. To ex-
amine the statistical significance of the effects of stimulus
variables and differences among subjects, an ANOVA for
repeated measures was performed~SPSS Release 9.0.1!. The
dependent variable was the level difference between equally
loud test signal and reference signal.Post hocScheffétests
for contrast~SPSS Release 9.0.1! were performed to explore
sources of significant effects and interactions.

C. Stimuli and apparatus

The stimuli were generated digitally with a sampling
rate of 32 kHz. Stimulus generation and presentation were
controlled by a silicon graphics workstation~INDY !, which
also sampled the listeners’ responses and controlled the pro-
cedure. The software package SI was used for signal genera-
tion and control of the experiments, which was developed at
the University of Go¨ttingen. The stimuli were D/A converted
~16 bits!, and then preamplified and low-pass filtered at
16 000 Hz with a computer-controlled audiometric amplifier.
The subjects sat in a double-walled, sound-attenuating booth.
The stimuli were presented diotically via a Sennheiser HD
25 headphone without free-field equalization.

Test and reference signals were bandpass noise signals
with a flat spectrum geometrically centered at 2 kHz. The
reference bandwidth was 3200 Hz. Three reference levels
were used: 45, 55, and 65 dB SPL. The bandwidths of the
test signals were 200, 400, 800, 1600, and 6400 Hz. For a
reference level of 45 dB SPL, a test-signal bandwidth of
3200 Hz also was used. Signals were gated with 2.5-ms
raised-cosine ramps. Test and reference signals had the same
duration. Three durations were used: 10, 100, and 1000 ms.

For a reference level of 45 dB SPL, Gaussian bandpass
noise was used. To generate the signals, a broadband noise
was digitally filtered by setting the magnitude of the Fourier
coefficients to zero outside the desired passband. For a ref-
erence level of 55 and 65 dB SPL, noise with smaller enve-
lope fluctuations~‘‘low-noise noise’’! was used instead of a
Gaussian noise. This was necessary in order to avoid over-
load distortions at the highest signal levels employed. To
reduce the envelope fluctuations, the bandpass noise was
generated by~i! generating a Gaussian bandpass noise, (i i )
restricting the bandwidth by setting the magnitude of the
Fourier coefficients to zero outside the desired passband,
( i i i ) dividing the time waveform by the envelope of the time
signal on a sample by sample basis, and (iv) restricting the
bandwidth of the resulting signal as described in (i i ). An
iteration of this procedure was described by Kohlrausch
et al. ~1997! to generate low-noise noise. The standard de-
viation s relative to the meanm of the resulting noise is
approximately half of the ratios/m for Gaussian noise.

D. Subjects

Nine subjects~five males, four females! participated in
the experiment. They ranged in age from 24 to 29 years.

Seven subjects were members of the ‘‘Graduiertenkolleg
Psychoakustik’’ or the ‘‘Arbeitsgruppe Medizinische Physik’’
at the University of Oldenburg; one of them was the author
JV. The other two subjects~AR, MT! were paid volunteers.
Five subjects~CR, JA, JV, KT, OW! had previous experience
with equal-loudness judgments. All subjects had normal au-
diograms~i.e., absolute threshold in quiet<15 dB HL! and
no previous history of any hearing problems.

III. RESULTS

A. Individual data

Figures 1–3 show individual data and standard devia-
tions for nine subjects for three reference levels: 45 dB SPL
~Fig. 1!, 55 dB SPL~Fig. 2!, and 65 dB SPL~Fig. 3!, respec-
tively. As a function of the bandwidth, the figures show the
level differenceDL between the test signal and the reference
signal needed to produce the sensation of equal loudness. A
positiveDL means that the test signal must be higher in level
than the reference. The figures showDL for signal durations
of 1000 ms~squares!, 100 ms~circles!, and 10 ms~triangles!.

For each duration, the data points are connected with
lines to indicate that they all produce the same loudness.
Note that the loudness is different for each duration, since
the reference duration is matched to the test-signal duration
and the data are shown for the same reference level and not
for the same reference loudness. A comparison at the same
reference loudness will be performed in the Sec. IV A.

For a test-signal bandwidth of 3200 Hz, the level differ-
ence between test and reference signal was only measured
for a reference level of 45 dB SPL. As expected, the data of
almost all subjects show no level difference when test signal
and reference signal have the same bandwidth~3200 Hz!.
Hence, for the reference level of 55 and 65 dB SPL, a level
difference of 0 dB is assumed for this bandwidth.

In general, all subjects show a positiveDL for test-
signal bandwidths smaller than the reference bandwidth
~3200 Hz! and negativeDL for a test-signal bandwidth of
6400 Hz. Thus, the level for the sound at the point of equal
loudness decreases as the bandwidth increases. This reflects
the effect of bandwidth of the signal on loudness known as
spectral loudness summation~see Introduction!.

Large individual differences are observed in the amount
of spectral loudness summation. For example, with a
1000-ms signals at a reference level of 55 dB SPL~Fig. 2,
squares!, the difference between the 200- and the 6400-Hz-
wide signals range from 5 dB~subject AR! to 23 dB~subject
JV!. Despite this variability, the effect of duration is clear:
for most of the subjects the magnitude of spectral loudness
summation is greater for 10-ms signals than for 1000-ms
signals. As expected, especially large differences are ob-
tained for the narrowest bandwidth~i.e., the largest differ-
ence between reference and test-signal bandwidth!, whereas
for bandwidths close to the reference bandwidth the effect of
duration is less clear. In general, the data for 100-ms signals
is in between those for 10- and 1000-ms signals. Six subjects
show this duration effect at all reference levels. One subject
~CR! shows it at 55 and 65 dB SPL but not at 45 dB SPL.
Only two subjects~OW and JV! show no effect of duration
on the magnitude of spectral loudness summation.
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Although individual differences in the amount of loud-
ness summation are large, subjects are reasonably consistent
in their loudness judgments. In general, subjects who show a
large amount of loudness summation for one reference level
show a large amount of loudness summation for all reference
levels used in the present study. The average intraindividual
standard deviation is 1.9 dB~range is from 0 to 6.5 dB!. Note
that no systematic increase in standard deviation is observed
for increasing difference between reference bandwidth and
test-signal bandwidth. Apparently, the subjects had no diffi-
culties in matching the loudness of the signals although~at
least for the narrow test-signal bandwidths! the signals differ
considerably in their quality.

B. Group data

Figure 4 shows average data and interindividual stan-
dard deviations from the nine subjects for the three different
reference levels. Generally the error bars are large when a
narrow-band test signal is compared to the broadband refer-
ence signal. This reflects the differences among the subjects
in the magnitude of loudness summation. Although large in-

dividual differences are apparent in Figs. 1–3, the average
data for signals of 1000 ms~Fig. 4, squares! are consistent
with the results presented in the literature for long signals.
For example, Zwickeret al. ~1957!, Port ~1963a!, and Ca-
cace and Margolis~1985! measured maximumDL ’s from 12
to 20 dB at medium levels. In the present study, the average
DL between equally loud signals with the smallest band-
width and the largest bandwidth is 15 dB~65 dB reference
level! to 16 dB ~45 and 55 dB reference level!.

A larger amount of spectral loudness summation is ob-
tained for short signals than for long signals. For all refer-
ence levels, a 6 to 8 dB largerlevel difference between the
reference and the 200-Hz-wide test signal is found for 10-ms
signals than for 1000-ms signals.

These effects are supported by the ANOVA shown in
Table I. All stimulus variables have highly significant effects
on the level difference between the test and reference signal.
As expected, the bandwidth has a highly significant effect on
the level difference. A Scheffe´ post hoctest shows no sig-
nificant effect between 200 and 400 Hz (p.0.01). For all
other bandwidth pairs the level difference was significantly

FIG. 1. Loudness summation for bandpass noise signals from nine listeners. The reference level was 45 dB SPL. The reference bandwidth was 3200 Hz.
Signal duration was either 1000 ms~squares!, 100 ms~circles!, or 10 ms~triangles!. The level differences between the level of test and reference signal needed
to obtain equal loudness are plotted as a function of the bandwidth of the test signal. The vertical bars show plus and minus one standard deviation of the
mean.
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larger for the signal with the smaller bandwidth (p
,0.0001). The effect of duration shows that, overall, the
amount of spectral loudness summation depends on the du-
ration of the signal (p,0.0001). The Scheffe´ post hoctests
show that the amount of loudness summation is significantly
greater for 10-ms signals than for 100- and 1000-ms signals,
and it is also greater for 100-ms signals than for 1000-ms
signals (p,0.0001). As indicated by the interaction of band-
width and duration, bandwidth and subject, and bandwidth,
subject, and duration, the amount of spectral loudness sum-
mation depends on the duration of the signal and it depends
on the subject. The significant interaction between bandwidth
and level indicates that the spectral loudness summation de-
pends on the reference level. A Scheffe´ post hoctest shows a
significantly smaller amount of loudness summation for a
reference level of 65 dB SPL than for 45 and 55 dB SPL, but
no significant difference between the results for the reference
levels 45 and 55 dB SPL (p.0.01). The interactions of du-
ration and reference level and of duration, bandwidth and
reference level are not significant. This indicates that within
the investigated level range, the effect of duration on spectral
loudness summation does not depend on the reference level.

IV. DISCUSSION

A. Loudness summation as a function of duration at
the same reference loudness

In contrast to the present study, most of the data de-
scribed in the literature~Port, 1963a; Zwicker, 1965! did not
show an effect of duration on loudness summation~see In-
troduction!. There is only one study in which a duration-
dependent loudness-summation effect was found~Boone,
1973!. As the reference signal, Boone~1973! used a 1-kHz
tone at a level of 72 dB SPL. The test signals were bandpass
noise at various bandwidths with a flat spectrum geometri-
cally centered at 1 kHz. Boone found an increasing loudness
summation effect with decreasing signal duration. To pro-
duce equal loudness for the reference tone and a test signal
with a bandwidth of 1800 Hz, he measured a level difference
of 16 dB for a duration of 18 ms, whereas he measured only
9 dB for a duration of 1000 ms. This finding that the level
difference for short-duration signals is nearly twice the level
difference for long-duration signals is in line with the experi-
mental results of the present study.3 Interestingly, Boone dis-
cussed only the relationship between bandwidth and dura-
tion. He focused on the unexpected large critical bandwidth

FIG. 2. Same as Fig. 1 but for a reference level of 55 dB SPL.
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of 500 Hz derived from his data at a center frequency of 1
kHz, which he thought was due to an unacceptably large
range of results from the 16 test subjects. This might explain
why he did not discuss the large discrepancy in the amount
of loudness summation between his results and those of other
authors.

Boone~1973! and Port~1963a! measured loudness sum-
mation for different durations at nearly the same reference
loudness, whereas in the present study the reference level~in
dB SPL! was kept constant for the different durations. There-
fore, a direct comparison might be problematic. However,
the level difference between an equally loud 10-ms signal

FIG. 3. Same as Fig. 1 but for a reference level of 65 dB SPL.

FIG. 4. Averaged loudness summation for bandpass-noise signals for a reference level of 45 dB SPL~left panel!, 55 dB SPL~middle panel!, and 65 dB SPL
~right panel!. Signal duration was either 1000 ms~squares!, 100 ms~circles!, or 10 ms~triangles!. The level differences between the level of test and reference
signal needed to obtain equal loudness are plotted in the same manner as in Fig. 1. The vertical bars show plus and minus one interindividual standard
deviation from the mean.
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and a 1000-ms signal amounts to about 10 dB~e.g., Poulsen,
1981!. Thus, since the different reference levels used in the
present study are separated by 10 dB, it is possible to com-
pare the amount of loudness summation for short and long
signals not only at the same reference level but also at ap-
proximately the same reference loudness. Since similar
amounts of spectral loudness summation were found at a
reference level of 45 and 55 dB, the duration effect in spec-
tral loudness summation is the same if the data of 10-ms
signals at a reference level 55 dB SPL are compared with the
data of 1000-ms signals at the same loudness~3.3 sone!, i.e.,
at a reference level of 45 dB SPL. The level difference be-
tween the narrowest~200 Hz! signal and the reference signal
is again about 7 dB larger for the 10-ms signals than for the
equally loud 1000-ms signals. Interestingly, it amounts to
only 4 dB for 10-ms signals at a reference level of 65 dB
SPL compared to the data for the equally loud 1000-ms sig-
nals at a reference level of 55 dB~5.7 sone!. This indicates
that ~in the investigated level range! the duration effect in
spectral loudness summation slightly decreases with increas-
ing reference loudness whereas it is approximately indepen-
dent of the reference level.

B. Further evidence for a duration-dependent
loudness summation at the same reference loudness

The combination of experimental results on temporal in-
tegration of loudness for different bandwidths with results on
loudness summation for stationary signals indirectly gives
information about temporal aspects of loudness summation.
One can construct equal-loudness level surfaces where one
axis represents duration, one represents bandwidth, and the
other axis represents the level. On such an equal-loudness
level surface, level differences for equally loud signals can
be estimated that have not directly been measured~e.g., short
signals with different bandwidths!.

In this way, it is possible to extract information about
temporal aspects of loudness summation from the data pre-

sented by Florentineet al. ~1996!. They measured the level
difference between equally loud 5- and 200-ms stimuli~1-
kHz tone or white noise! for a wide range of levels. If one
combines their results with results on loudness summation
for stationary signals presented by Zwickeret al. ~1957!, it is
possible to derive loudness summation for short signals at
different levels. For a 5-ms white-noise signal with a level of
50 dB, the level of an equally loud 5-ms sinusoidal signal
should be 18 dB higher~see the Appendix for a computation
of the level difference!. The loudness-summation effect is 6
dB larger than for long signals~12 dB!. The same loudness-
summation effect is obtained for a level of the short noise
signal of 40 dB. The increase in loudness summation effect
for short signals derived from Florentineet al.’s data at mod-
erate levels agrees with the results of the present study.

The difference in loudness summation for short and long
signals derived from Florentineet al.’s data decreases with
increasing level. For a level of 70 dB for the short noise
signal, the maximum spectral loudness summation for short
signals is only 2 dB larger than for long signals. Thus, in
qualitative agreement with the present data~see Sec. IV A!,
the duration effect decreases with increasing loudness. Fi-
nally, for Lshort~noise)590 dB, the loudness summation for
short signals is even 5 dB smaller than the loudness summa-
tion for long signals.

Florentineet al. ~1996! and Buuset al. ~1997! proposed
the equal-loudness-ratio model to account for their data on
temporal integration of loudness. Figure 5 in Buuset al.
~1997! shows the loudness function for 5- and 200-ms 1-kHz
tones and broadband noises derived from Florentineet al.’s
~1996! data. In this figure, the horizontal distance between
the loudness function for the equally long tone and noise
yields a prediction of the amount of spectral loudness sum-
mation. The same magnitude of spectral loudness summation
for 5- and 200-ms signals is only predicted for 0.8 sone.4 For
smaller loudness values, spectral loudness summation for
200-ms signals is smaller than for the 5-ms signals. The dif-

TABLE I. Three-way analysis of variance for repeated measures of loudness matching. The dependent variable
is the level difference between test and reference sound at equal loudness. The fixed factors are bandwidth of
the test signal~bw; five steps: 200, 400, 800, 1600, and 6400 Hz!, signal duration~dura; three steps: 10, 100,
and 1000 ms!, level of the reference signal~Lref; three steps: 45, 55, and 65 dB!. Subjects~subj; nine steps: AR,
CR, JA, JV, KT, KW, MT, OW, SE! is a random factor.

Source Sum of squares d.f. Mean square F Prob.F

Const 43420.6 1 43420.6 84.81 <0.0001
bw 61732.0 4 15433.0 107.37 <0.0001
dura 3660.3 2 1830.2 13.99 <0.0001
Lref 1179.7 2 589.9 8.00 0.004
subj 4095.7 8 512.0 1.68 0.129
bw * dura 1253.3 8 156.7 7.58 <0.0001
bw * Lref 355.5 8 44.4 4.01 0.001
dura* Lref 15.6 4 3.9 0.19 0.940
bw * dura* Lref 83.0 16 5.2 0.65 0.837
bw * subj 4599.6 32 143.7 6.05 <0.0001
dura* subj 2093.4 16 130.8 3.99 <0.0001
bw * dura* subj 1322.1 64 20.7 2.59 <0.0001
Lref * subj 1179.3 16 73.7 3.18 0.002
bw * Lref * subj 708.9 64 11.1 1.39 0.059
dura* Lref * subj 644.0 32 20.1 2.52 <0.0001
bw * dura* Lref * subj 1020.6 128 8.0 1.10 0.226
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ference in spectral loudness summation between 5- and
200-ms signals increases as the loudness decreases up to a
maximum at about 0.1 sone. The reversed duration effect is
predicted for loudness values higher than 0.8 sone, i.e., spec-
tral loudness summation is always greater for the 200-ms
signals than for the 5-ms signals with a maximal difference
around 2 sone. Thus, also on the basis of this model, the
amount of spectral loudness summation depends on the sig-
nal duration at the same loudness in qualitative agreement
with the data in the present study. Note, however, that the
present study indicates a greater magnitude of spectral loud-
ness summation for short than for long signals at higher
loudness values than expected from Fig. 5 in Buuset al.
~1997! ~see previous section and footnote 4!. This discrep-
ancy may be due to the different durations used in the two
studies. If the maximal spectral loudness summation is com-
pared between 10- and 100-ms signals at about the same
loudness, a 5-dB difference is predicted for the lower loud-
ness value and less than a 1-dB difference for the higher
loudness value~see previous section for details of the com-
parison!.

Garnieret al. ~1999! measured temporal integration and
spectral loudness summation in normal-hearing and hearing-
impaired listeners with a categorical scaling method. They
measured loudness functions for long~300-ms! broadband
noise and a 1.6-kHz tone. In addition they measured loud-
ness for a 16.5-ms broadband noise. Unfortunately, a direct
calculation of spectral loudness summation with short signals
is impossible since they did not measure the loudness func-
tion of a 16.5-ms 1.6-kHz tone. However, if the data of Gar-
nier et al. ~1999! are combined with the temporal integration
data for tones from Buuset al. ~1997! and Florentineet al.
~1996!, a 3 to 10 dBgreater spectral loudness summation
effect for a 16.5-ms than for a 300-ms signal is estimated for
normal-hearing subjects in the range from very soft to com-
fortable loudness.

C. Loudness summation as a function of duration at
the same reference level

In the present study, loudness summation was originally
measured for short and long signals at the same reference
level. Since Zwicker~1965! measured loudness summation
for a wide range of levels, loudness summation can also be
evaluated at the same level using his data. As in the present
study, he obtained a different loudness summation for short
and long signals at the same level in a level range of the
broadband noise from 30 to 50 dB SPL. However, in contrast
to the present data, loudness summation at the same refer-
ence level was smaller for short than for long signals. For
example, to obtain equal loudness for a 5-kHz tone pulse at
55 dB SPL and a white-noise pulse at various durations of
both signals, he obtained a 5 dBsmaller level difference for
2-ms signals compared to 500-ms signals. It is unclear why
such a large difference between results from the present
study and the results from Zwicker occur. The differences in
the experimental procedures might explain the different re-
sults. It was shown in Verhey~1999! that the use of a simple
adaptive procedure might produce a difference in loudness
summation for short and long signals of 1 to 4 dB, depending

on the starting level of the test signal. A similar effect may
reduce or even reverse the duration effect in the procedure he
used.

The equal-loudness ratio model proposed by Florentine
et al. ~1996! assumes that the loudness ratio between short
and long signals with the same level is independent of the
level. In addition, Buuset al. ~1997! assumed that it is also
independent of the spectral content of the signals. In other
words, the vertical distance between the loudness curves for
signals with the same spectra but different durations is inde-
pendent of the stimulus level and independent of the spec-
trum when plotted as log~sone! against the stimulus level.
This is shown in Fig. 5 of Buuset al. ~1997! for 5- and
200-ms broadband-noise stimuli and 1-kHz tones. In addi-
tion, this figure shows that the equal-loudness ratio model
predicts for a given level of one of the sounds~e.g., the
broadband noise! a duration-independenthorizontal distance
between the loudness curves for signals with the same dura-
tion but different spectra~broadband noise and tone!. Hence,
the model predicts the same magnitude of spectral loudness
summation for different durations when the data are com-
pared at the same reference level. The data in the present
study contradict this prediction.

D. Temporal effects of spectral loudness summation
in the context of loudness models for impulsive
sounds

Although some results indicated that the temporal inte-
gration of loudness depends on physical parameters of the
signal such as center frequency~Boone, 1973!, bandwidth
~Port, 1963a, b!, and level~Poulsen, 1981!, most loudness
models assume a single overall temporal weighting~e.g.,
Port, 1963a, b; Oguraet al., 1993; Stoneet al., 1997!, prob-
ably for reasons of simplicity. Within these models, spectral
effects are described by spectral analysis~critical-band filter-
ing, compression, summation across critical bands! before
temporal integration. It is assumed that the spectral analysis,
which is responsible for loudness summation, works nearly
instantaneously~e.g., Oguraet al., 1993!, whereas the over-
all temporal weighting has longer time constants of about
100 ms. Such a model would predict~as already mentioned
in the Introduction! that the magnitude of spectral loudness
summation is independent of signal duration, if it is mea-
sured at the same reference level. The results of the present
study ~measured at the same reference level! contradict this
prediction.

A more complex model for calculating loudness of tem-
porally variable sounds was proposed by Zwicker and Fastl
~1999!. In contrast to the models described above, they as-
sumed a duration-dependent low-pass filtering within each
critical band before summation across critical bands fol-
lowed by an overall time weighting with a low-pass filter~t
about 100 ms!. They based their assumption of a noninstan-
taneous spectral-analysis stage on results of experiments
with strongly frequency-modulated sounds~Zwicker, 1974,
1977! and on experiments where the influence of temporal
and spectral structures of sequences of tone bursts on loud-
ness was investigated~Zwicker, 1969!. The low-pass filter
within each critical band had a short rise time~few millisec-
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onds! and a long decay time. The decay is determined by
experiments on forward masking. However, similar to the
more simple models described previously, this model cannot
account for the the duration-dependent spectral loudness
summation at the same reference level, since only the decay
time varies with duration, which is not important for the
experiments in the present study.

One possibility to describe the results of the present
study is to include a duration-dependent compression in the
spectral analysis stage of the loudness models, i.e., higher
compression at the beginning of a signal. Higher compres-
sion at the beginning of the signal would result in a larger
amount of loudness summation for short signals as found in
the experimental data.

E. Proposed modification of the equal-loudness ratio
model

The equal-loudness ratio model predicts a duration-
dependent spectral loudness summation at the same refer-
ence loudness~see Sec. IV A!. This is a consequence of the
different slope of the loudness function for broadband noise
and tones at the same loudness. However, it predicts an
amount of loudness-summation effect which is independent
of duration at the same reference level, in contrast to the data
in the present study~see Sec. IV C!. The reason for this pre-
diction is the assumption of an equal-loudness ratio which is
independent of the spectral content. In the previous section, a
different compression for short and long signals was pro-
posed, i.e., the loudness ratio decreases as the intensity in-
creases, which is in contrast to the basic assumption of the
equal-loudness-ratio model. However, it is possible to
modify the model to account for the present data by assum-
ing that different level-independent loudness ratios exist for
signals with different spectra. In order to predict a higher
amount of loudness summation for short signals, the ratio
should decrease as the bandwidth increases. Irrespective of
the spectral content of the signal, Buuset al. ~1997! assumed
a loudness ratio of about 3 between a 5-ms signal and a
200-ms signal with the same level. If, for example, instead of
3 a loudness ratio of 2 is used for broadband noise~but
keeping a loudness ratio of 3 for tones!, an approximately 5
dB higher level difference would be predicted for short sig-
nals than for long signals at the same noise level in the range
from 40 to 60 dB SPL.5 Thus, such a modified model is in
principle able to predict a duration-dependent magnitude of
loudness summation at the same loudness and at the same
reference level, in agreement with the data.

V. SUMMARY AND CONCLUSION

The data in the present study show that the amount of
spectral loudness summation depends on signal duration. In
the investigated level range, the duration effect was found to
be independent of the reference level. It slightly decreases
with loudness. At the same loudness, a duration-dependent
amount of loudness summation is also extracted from re-
cently published loudness data for short and long tones and
noises. Present loudness models of time-varying sounds can
account for the duration effect at the same loudness, if they

account for the level dependence of spectral loudness sum-
mation for stationary signals. However, they cannot predict a
duration effect at the same reference level. The reason for
this failure is that their spectral-analysis stage acts nearly
instantaneously and is duration independent. A model which
contains a duration-dependent compression should in prin-
ciple account for the present data. Alternatively, within the
framework of a modified equal-loudness-ratio model, the
loudness ratio at the same level between short and long sig-
nals with the same spectrum should depend on the signal
spectrum. Further studies should be performed to test how
the duration effect in loudness summation depends on the
level for very high and very low levels.

ACKNOWLEDGMENTS

We would like to thank all colleagues of the ‘‘Gra-
duiertenkolleg Psychoakusik’’ and the ‘‘Arbeitsgruppe
Medizinsche Physik’’ at the University of Oldenburg for
their fruitful discussions concerning this study. We also thank
Carsten Reckhardt and Oliver Wegner for their many sugges-
tions regarding the contents of this article. The authors grate-
fully acknowledge Torsten Dau for his critical reading of
earlier versions of this article. The work was supported by
the DFG~Graduiertenkolleg Psychoakustik, KO 942/12!.

APPENDIX: ESTIMATION OF THE DURATION EFFECT
FROM EQUAL-LOUDNESS-LEVEL SURFACES

The combination of experimental results on temporal in-
tegration of loudness for different bandwidths, as, e.g.,
shown in Florentineet al. ~1996!, with results on loudness
summation for stationary signals, as shown in, e.g., Zwicker
et al. ~1957!, provides information about spectral loudness
summation for short signals.

First, for a specified level of the short signal the level
difference between equally loud short~5 ms! and long~200
ms! white-noise signals is derived from Fig. 3 in Florentine
et al. ~1996!. For example, at a level of 50 dB for the short
broadband noise signal, the level difference between equally
loud short and long broadband noise signals is 12 dB, i.e.,
the level of the equally loud long noise signal is 38 dB. At
this level, for stationary signals Zwickeret al. ~1957! mea-
sured a level difference of about 12 dB between a broadband
noise signal and an equally loud noise signal with a subcriti-
cal bandwidth centered at 1420 Hz. Therefore, to produce
equal loudness with the long noise signal, the level of a long
1420-Hz tone has to be 50 dB. According to the isophones
for tones ~e.g., Zwicker and Fastl, 1999!, a long 1000-Hz
tone@as used in Florentineet al. ~1996!# is equally loud to a
1420-Hz tone at about the same level. Because the level
differences are shown as a function of the level of the short
signal, the level of an equally loud short tone cannot be
derived directly from Fig. 3 in Florentineet al. ~1996!. In-
stead, it is necessary to find a level of the short tone, where
the level difference yields 50 dB for the level of the long
tone. This is the case for a level of 68 dB. Since the reference
signal~long 1000-Hz tone! is equally loud to the long broad-
band noise, which itself is equally loud to the short broad-
band noise, it is now possible to calculate the level difference
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between the short 50-dB broadband noise and the short
1000-Hz tone at the point of equal loudness. It amounts to 18
dB.

1Usually the effect of bandwidth on loudness is quantified by measuring the
level difference between equally loud sounds with different bandwidths.
Throughout this article the term ‘‘amount of spectral loudness summation’’
or ‘‘magnitude of spectral loudness summation’’ refers to this level differ-
ence as the size of the effect. The effect itself is called ‘‘spectral loudness
summation.’’

2There is considerable confusion in the literature as to the exact numerical
value of the time constant. Munson~1947! assumed a value of 200 ms. A
similar value~150 ms! is used by Zwicker~1966!. However, some studies
indicate time constants which are much smaller. For example, Port~1963a!
proposed a time constant of 70 ms and Niese~1959! fitted his data with a
time constant of only 25 ms. Some other studies indicate an even larger
time constant than 200 ms~e.g., Takeshimaet al., 1988!.

3To compare the present data with Boone’s data, we have to transform the
absolute bandwidths in Fig. 2 to bandwidths relative to the center frequency
CF. On this scale we obtain a level difference of about 17 dB
~duration510 ms! and 9.5 dB~duration51000 ms! between a signal with a
subcritical bandwidth (D f /CF,0.2) and a signal with a relative bandwidth
D f /CF51.8 ~i.e., an absolute bandwidth of 3600 Hz at a center frequency
of 2 kHz!.

4In the figures from Buuset al. ~1997!, a loudness value of 0.8 sone corre-
sponds to a level of the 200-ms 1-kHz tone of 57 dB. This value is a factor
of 4.35 lower than the expected sone value for this level of 3.5 sone~e.g.,
Zwicker and Fastl, 1999!. However, the derived loudness function can be
vertically shifted by a single multiplicative factor~4.35! to more reasonable
loudness values without changing the shape of the functions to account for
the data of Florentineet al. ~1996!.

5The ratio of the assumed equal-loudness ratio and the measured level dif-
ference between short and long signals at the point of equal loudness de-
termines the slope of the derived loudness curves. Thus, for an exact cal-
culation of the predicted difference in the magnitude of spectral loudness
summation between short and long signals, the loudness curves for the
broadband noise have to be recalculated for such a modified model. How-
ever, the qualitative conclusion concerning the prediction of this modified
version of the equal loudness ratio model for the duration effect in spectral
loudness summation would not be altered by this recalculation.
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Hübner, R., and Ellermeier, W.~1993!. ‘‘Additivity of loudness across criti-
cal bands: A critical test,’’ Percept. Psychophys.54, 185–189.

Kohlrausch, A., Fassel, R., van der Heyden, M., Kortekaas, R., van de Par,
S., Oxenham, A., and Pu¨schel, D.~1997!. ‘‘Detection of tones in low-noise
noise: further evidence for the role of envelope fluctuations,’’ Acust. Acta
Acust.83, 659–669.

Kumagai, M., Ebata, M., and Sone, T.~1982a!. ‘‘Comparison of loudness of
impact sounds with and without steady duration~A study on the loudness
of impact sound. II!,’’ J. Acoust. Soc. Jpn.~E! 3, 33–40.

Kumagai, M., Ebata, M., and Sone, T.~1982b!. ‘‘Comparison of loudness of
impact sounds with and without steady duration~A study on the loudness
of impact sound. III!,’’ J. Acoust. Soc. Jpn.~E! 3, 111–118.

Kumagai, M., Suzuki, Y., and Sone, T.~1984!. ‘‘Comparison of loudness of
impact sounds with and without steady duration~A study on the loudness
of impact sound. V!,’’ J. Acoust. Soc. Jpn.~E! 5, 31–36.

Levitt, H. ~1971!. ‘‘Transformed up-down procedures in psychoacoustics,’’
J. Acoust. Soc. Am.49, 467–477.

Munson, W.~1947!. ‘‘The growth of auditory sensation,’’ J. Acoust. Soc.
Am. 19, 584–591.

Namba, S.~1987!. ‘‘On the psychological measurement of loudness, noisi-
ness and annoyance: A review,’’ J. Sound Vib.116, 491–507.
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Informational masking refers to interference in the detectability of a sound, or discrimination of
some property of a sound, beyond that which can be attributed to interactions at the auditory
periphery. In the current experiments the signal to be detected was a tone added to a 6-tone masker,
and informational masking was introduced by randomly choosing the frequencies of the tones that
comprise the masker. The primary question was whether small numbers of maskers could replace
randomly drawn maskers without sacrificing the underlying detection schemes adopted by
observers. Similar to the method used by Wright and Saberi@J. Acoust. Soc. Am.105, 1765–1775
~1999!#, detection thresholds were measured for different masker set sizes, where set size refers to
the number of 6-tone maskers from which any one masker was drawn. Set sizes of 3, 6, 12, and 24
were tested as well as conditions in which the maskers were chosen at random. In addition,
observers’ memory for maskers was coarsely evaluated. Large differences in thresholds were found
across observers and across different masker sets. Even for set sizes of 24, the memory test suggests
some recognition of maskers for some observers.Post hocanalysis of the data included an
evaluation of the relative contribution of different frequencies using a single linear model. As a base
for comparison, a linear model fitted to each condition was also evaluated. Although the data were
fitted better using many rather than one linear model, the reduction in quality of fit was modest. This
result suggests substantial consistency in decision strategies regardless of masker set size. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1445790#

PACS numbers: 43.66.Dc@MRL#

I. INTRODUCTION

For the detection of a tone added to a masker, a distinc-
tion frequently invoked is between energetic and informa-
tional masking~cf. Watson, 1987; Lutfi, 1989; Kiddet al.,
1994; Neff, 1995!. The term energetic masking indicates
masking associated with presumed peripheral interactions—
instances in which the tone to be detected is not sufficiently
well represented at the level of the auditory nerve to solve
the task. The term informational masking refers to masking
that occurs even if the tone signal is robustly represented at
the periphery, but nonetheless observers fail to reliably detect
the presence of the tone. The energetic/informational mask-
ing distinction is sometimes described in terms of peripheral/
central masking~see Kiddet al., 2001, for a recent descrip-
tion of these distinctions!.

In recent years the study of informational masking has
relied on a variety of experimental procedures, but the de-
tectability of a tone added to a multi-tone masker has per-
haps received the greatest attention. In these experiments, the
frequencies of the tones that comprise the masker were ran-
domly assigned either on each trial~the masker was the same
across presentation intervals! or on each stimulus presenta-
tion. The popularity of this procedure owes, in part, to the
results of an experiment reported by Neff and Green~1987!.
In their experiment observers detected a tone added to a
multi-tone masker, where the number of tones in the masker
was parametrically varied. Regardless of the number of tones
comprising the maskers, the maskers were held at equal

power. The frequencies of the tones that comprised the
masker were randomly drawn for each presentation of the
masker. While the results were somewhat different depend-
ing on the signal frequency, several trends were apparent.
There was considerable masking even for the 2-tone
maskers, and the amount of masking increased as the number
of tones in the masker increased to 10 or so. Further in-
creases in the number of tones in the masker had relatively
little impact on thresholds until the number of tones reached
20 or 50 tones depending on signal frequency. Further in-
creases in the number of masker components led to lower
thresholds, with an apparent asymptote equal to the amount
of masking associated with a noise masker of equal power.
Thus, the function relating the number of tones in the masker
and amount of masking was roughly an inverted ‘‘u.’’ Even
when the frequency region around the signal tone was ‘‘pro-
tected’’ such that the maskers were not allowed to fall into
the protected region~thereby reducing energetic masking!,
detection thresholds remained high when the number of
maskers was 10 or so~Neff and Callaghan, 1986; see also Oh
and Lutfi, 1999!.

Subsequent work using this procedure indicates substan-
tial individual differences. For example, when the frequen-
cies of the tones comprising the masker were drawn ran-
domly, Neff and Dethlefs~1995! found that observers’
thresholds varied by 40 dB or more when the maskers were
comprised of 20 or fewer tones. For observers with ‘‘high
thresholds,’’ efforts to lower thresholds by making the signal
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more salient~presumably aiding perceptual segregation! or
by reducing the uncertainty in the task were sometimes met
with substantial changes in threshold. Effects as large as 40
dB are reported by Neff and Dethlefs~1995!, who also note
that the magnitude of the effects depends on a variety of
stimulus factors. For observers with ‘‘low thresholds’’ such
manipulations had relatively less impact. Presumably the
more sensitive observers were limited by energetic rather
than informational masking, and thus efforts to reduce the
amount of informational masking were not successful. With
regard to the reasons for informational masking, Neffet al.
~1993! note that observers with high thresholds ‘‘ . . . appear
to be ‘holistic’ listeners, treating complexes as units, and
needed much more signal energy to be able to separate the
signal frequency from the rest of the complex . . . ’’ ~Neff
et al., 1993, p. 3124!.

In the current experiment the intent was to determine
whether informational masking can be successfully studied
using small numbers of maskers rather than maskers drawn
at random from a very large pool of maskers. Here, the term
‘‘successfully’’ is intended to imply that the results obtained
in experiments using a restricted number of maskers gener-
alize to the case in which a large number of maskers are
tested. The advantage in using small numbers of maskers is
that models of detection may be studied in detail because the
stimuli and observers’ responses can be manipulated and
compared to models of interest~cf. Green, 1964!. Given the
individual differences in informational masking studies, an
alternative approach is to study a large number of observers,
and use summary statistics as a means of revealing consistent
trends in the data set~Neff and Dethlefs, 1995!.

Wright and Saberi~1999! examined informational mask-
ing in an experiment in which the pool of maskers was small.
In their experiment thresholds were measured as a function
of the number of maskers in the pool of available maskers
~set size!. Masker set sizes ranged from 2 to 10 maskers.
Across all conditions, the total number of maskers was 10,
and the maskers used when the set size was 2 were also used
when the set size was 4, etc. Even though their study used
few maskers, Wright and Saberi’s results are in accord with
other informational masking studied. For example, they re-
ported sizeable individual differences in thresholds, as occurs
when the number of potential maskers is large. For all
masker set sizes, threshold estimates were higher when the
two intervals of the 2IFC had different versus the same
maskers. Additionally, increases in set size led to higher
thresholds.

In the current experiment, thresholds for the detection of
a tone added to a 6-tone masker were measured using masker
sets with different numbers of maskers. The number of dif-
ferent 6-tone maskers in a set, which will be referred to asset
size, ranged from 3 to 24, and in an additional condition
maskers were randomly generated prior to each presentation
~Ran condition!. Our primary interest is to compare thresh-
olds for small and large set sizes in an effort to evaluate
whether strategies vary substantially with large changes in
set size. Additionally, as described below, the data were fitted
using linear models. These factors led to an experimental
design that varies from Wright and Saberi~1999! in several

ways, including the following two. First, the maskers were
randomly generated for the different sets rather than being
drawn from a limited set of maskers. Second, on each inter-
val the maskers were chosen with replacement. As a result,
on some trials the masker might be the same in the two
intervals of the 2IFC procedure. For a masker set size of 3,
this occurred on approximately13 of the trials; when the
masker set size was 24, the two intervals had the same
masker on only1

24 of the trials. Subsequent analysis of the
data includes a comparison of thresholds based on trials in
which the maskers were the same versus different in the two
intervals. In addition, recognition memory for the maskers
was evaluated.

After the presentation of the results, fits of linear models
to the data are considered. Although only briefly considered,
the results form the backbone of efforts to determine whether
observers’ strategies vary significantly depending on whether
the masker set size is small or large. To the degree that linear
models fitted to the data depend on masker set size, it would
suggest differences in detection strategies. If the models do
not differ substantially, at most the results would suggest a
similarity of processing across set size.

II. EFFECTS OF SET SIZE

Observers detected a 1000-Hz tone added to a 6-tone
complex. Masker set sizes of 3, 6, 12, and 24 were tested,
where a set size of 3 implies that the thresholds were tested
when the maskers were drawn, with replacement, from a set
of just three different 6-tone maskers. In addition, in the Ran
condition the maskers were randomly generated prior to each
presentation. Maskers were generated by summing 6 tones of
equal amplitude and random phase, with the frequencies of
the 6 tones being randomly chosen from frequencies ranging
from 100 to 920 and 1080 to 6000 Hz uniformly distributed
on log frequency. The frequencies between 920 and 1080
were ‘‘protected’’ to reduce the magnitude of energetic mask-
ing of the 1000-Hz tone. There were three masker sets of size
3, and two masker sets of size 6, 12, or 24. The different
masker sets are denoted as 3A, 3B, 3C, 6A, 6B, 12A, 12B,
24A, 24B, and Ran. The maskers used in the different sets
are unique. Thus, set 3A has no relation to set 6A, etc.; the
use of the same letter is arbitrary.

III. METHODS

A. Primary experiment

In a two-interval, forced-choice trial, the signal was as
likely to be in one as the other temporal interval. Observers
indicated their choice of signal interval using a keyboard
press, and visual feedback indicated the correctness of ob-
servers’ responses. The signal level was altered using a
2-down, 1-up staircase procedure~Levitt, 1971!. The initial
signal level was approximately 10 dB above the ultimate
threshold. For Obs 4, whose thresholds are the highest, the
initial signal level was frequently nearer the ultimate thresh-
old. Following three reversals the initial 4-dB step size was
reduced to 2 dB. The track was terminated after 50 trials.
Averaging the last even number of reversals excluding at
least the first three yields a threshold estimate for 71% cor-
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rect. For the current data set, each threshold estimate is based
on at least six reversals. The ultimate track-based threshold
reported is based on the average of 20 threshold estimates.

Additional analysis includes an estimation of the signal
levels required for 75% correct detections using fits to psy-
chometric functions drawn from the adaptive tracks~Dai,
1995!. Three psychometric functions were fitted to the data;
one associated with all trials, one associated with trials in
which the maskers presented in the two intervals were dif-
ferent, and one for trials in which the maskers presented in
the two intervals is the same. For the random condition,
where the likelihood of having the same masker in two in-
tervals is vanishingly small, only one psychometric function
was fitted to the data. An adaptive tracking procedure was
used rather than the method of constant stimuli because it
successfully presents a reasonable range of signal levels even
when thresholds vary substantially across observers and con-
ditions ~see also Dai, 1995!.

There is little basis for preferring one parametrization of
a psychometric function over another. We fitted the function
d85(x/a)b wherea andb are free parameters andx is the
signal level in dB~Dai, 1995!. The d8 value was estimated
from the percent correct scores using a numerical approxi-
mation to thep-to-z transform ~Abramowitz and Stegun,
1964!. The value minimized in the fitting procedure was a
weighted sum of the squared errors, where the weights were
associated with binomial variance~Dai, 1995, describes the
procedure for the function used in the current study!. Sixty-
eight percent confidence limits for the threshold estimates
were generated using resampling methods. All resampling
simulations are based on 1000 randomly drawn psychometric
functions that were fitted, and thresholds estimated~cf. Efron
and Tibshirani, 1993!. Thresholds estimated using fits to the
psychometric functions are derived from the last 20 tracks.

The stimuli were digitally generated and presented
through two channels of a 16-bit DAC using a sampling rate
of 20 000 samples/s, low-pass filtered at 7 kHz using
matched filters~KEMO VBF 8!, and presented diotically by
way of Sennheiser HD410SL headphones. The interstimulus
interval was approximately 390 ms when the set size was 24
or less. In the Ran condition, the interstimulus interval was
nearer 440 ms. The maskers were presented at 57.8 dB SPL,
50 dB SPL per tone.

All observers practiced for at least 3 h prior to data
collection. During this time observers practiced in a variety
of the conditions tested. Data collection was blocked. For
Obs 2 and 4, data collection began with the set size of 3, then
6, etc., and finally the Ran condition. For Obs 1 and 3, the
order of data collection was the opposite. For each set size,
two observers ran the different exemplars in one order and
the other two observers ran in the opposite order~e.g., 6A
then 6B vs 6B then 6A!. The exception to this protocol is
that for Obs 1 and 3 set 24B was tested after all conditions
were completed.

Before data collection in a new condition, observers
practiced for at least 2 h. Then 30 50-trial tracks were run,
with additional data being collected if practice effects were
apparent in the final 20 threshold estimates.

The observers ranged in age from 20 to 27 years and

were paid for participation. None had prior experience in
psychoacoustic tasks, although Obs 3 is the second author.
Tests were conducted with the observer seated in a double-
walled sound attenuated booth. Observers had thresholds in
quiet of 15 dB HL or better for frequencies ranging from 250
to 8000 Hz save thresholds of 20 dB HL at 6000 Hz in the
left ear for Obs 1 and 25 dB HL at 8000 Hz in the left ear for
Obs 4.

B. Supplemental experiment: Memory test

In most cases, observers participated in a memory test
after finishing a condition. In the memory test a total of 30
trials were presented, and of those 6 maskers were chosen
from the just-completed condition and 24 maskers were foils.
The same foils were used for all memory tests. When the
masker set had just 3 maskers, each masker was repeated
twice, and when the masker set had more than 6 maskers,
only 6 were presented~the same 6 for all observers!. Observ-
ers were asked to indicate whether or not~yes/no! each of the
presented sounds was in the previous experiment. Observers
were not informed of the number of targets, nor was feed-
back presented. Hits are defined as the correct recognition of
maskers from the just-completed experimental condition.
False alarms~FA! are instances in which a foil is incorrectly
identified as having been in the previous condition. The hit
and false alarm rates were converted tod8 using the equation
d85zhit2zFA . When the hit rates were 1 but the FA rates
were greater than 0, or when the FA rate was 0 and the hit
rates less than 1, thed8 value was arbitrarily set to 2. When
the hit rate was 1 and the FA rate 0, thed8 value was arbi-
trarily set to 4. Due to an error in the program, data were not
properly collected in condition 24B. Moreover, due to ex-
perimenter oversight, Obs 1 did not complete the memory
test for conditions 12B and 24A.

IV. RESULTS

Figure 1 shows the thresholds as a function of the set
size. These thresholds are estimated using the adaptive tracks
directly; i.e., signal levels required for 71% correct signal
detections. Each panel shows the results for a different ob-
server. Error bars indicate the standard error of the mean
across 20 replicate estimates. In most instances the error bars
are smaller than the symbols.

The most striking result is the variation in thresholds
across observers. For Obs 1 and 2 the pattern of thresholds is
somewhat similar across the different set sizes as well as
across the different exemplars within a single set size. This is
apparent in the ordering of the symbols across the multiple
sets and exemplars within a set. For Obs 3 thresholds are
roughly the same regardless of set size and exemplar. For
Obs 4 thresholds are very high, although differences in sen-
sitivity are apparent across different set exemplars for set
sizes of 3 and 6. Due to individual differences, interferences
regarding the relative potency of different masker tokens are
not easily made. Factors such as the amount of masking as-
sociated with a particular masker and the likelihood that any
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one masker is heard as having an added signal appear to
depend on the strategy an observer adopts and how that strat-
egy interacts with the individual maskers.

Averaging across exemplars for each set size, thresholds
are generally the same across set sizes. For small set sizes
there are substantial differences in thresholds depending on
exemplar, whereas for larger set sizes the thresholds tend to
be similar across exemplars. Presumably this reflects statis-
tical sampling; for large set sizes the masker set provides an
approximation of the population associated with random
masker samples. For a set size of 24, thresholds are generally
the same regardless of masker set~A or B!, except for Obs 1.
It seems likely that for Obs 1 the lower thresholds measured
for set 24B reflects long-term practice effects~Neff and

Dethlefs, 1995!—she returned to set 24B after thresholds
were estimated for set sizes of 12, 6, and 3. A repeated-
measures ANOVA with set as a fixed factor~24A, 24B, Ran!
failed to indicate a significant effect of set@F(2,6)53.1, p
.0.1#. For Obs 3 and 4, when the set size is 12, the two
different masker sets generate similar thresholds, a result not
apparent for the more sensitive Obs 1 and 2. Overall, these
results suggest that masker set sizes of 12–24 provide a rea-
sonable approximation to the population of possible maskers
associated with the Ran condition. It does not guarantee that
the strategy an observer uses is the same in the Ran, 24, and
12 conditions, but that result seems likely. The opposite is
not reasonably concluded; the fact that different masker sets
of size 3 lead to different thresholds indicates that the indi-
vidual maskers that make up the set have an impact on the
thresholds, but does not indicate that the strategy is substan-
tially different from that applied when the maskers are ran-
domly drawn.

Psychometric functions were fitted to the trials in which
the same masker was presented in the two intervals and trials
in which different maskers were presented in the two inter-
vals. Recall that the number of trials in which the maskers
were the same in the two intervals falls inversely with set
size. Thus, the estimate of thresholds associated with ‘‘same’’
trials ~e.g., the same masker in the two intervals! becomes
unstable as the set size increases. Monte Carlo simulations
indicate that stable threshold estimates are available in many
of the conditions tested. In conditions 12B, 24A, and 24B,
confidence intervals were unusually large for at least one of
the observers when the maskers were the same in the two
intervals. For that reason those conditions were not consid-
ered further. In condition 6A and when the maskers were the
same in the two intervals, the 68% confidence interval was
very large for Obs 1. Nonetheless, Obs 1’s threshold estimate
in condition 6A is included in the following analysis. A
repeated-measures ANOVA with masker set size~3A, 3B,
3C, 6A, 6B, 12A! and trial type ~same versus different
masker! as fixed variables did not reveal significant main
effects (p'0.07 andp'0.07, respectively!. The interaction
did not approach significance (p'0.3). Thus, there is no
evidence to indicate shifts in sensitivity associated with simi-
larity of maskers across intervals.

The results of the memory task are shown in Table I.
D-prime values are shown for each observer and set. The
final two rows show the mean and standard error of the mean
across observers. For Obs 3 thed8 values are both negative
and positive, indicating poor recognition of the masker re-

TABLE I. D-prime values for the recognition task are shown for the differ-
ent observers and set size/exemplar. Averages and standard errors of the
mean are indicated in the final two rows.

3A 3B 3C 6A 6B 12A 12B 24A

Obs 1 0.98 1.52 2.00 0.43 1.40 NA 0.97 NA
Obs 2 2.00 2.35 1.93 1.52 1.40 0.67 0.24 0.97
Obs 3 0.00 0.00 0.67 0.00 20.42 20.22 0.81 0.75
Obs 4 4.00 1.93 0.75 1.15 2.0020.76 0.98 2.12

AVG 1.74 1.45 1.34 0.77 1.09 20.10 0.75 1.28
SEM ~0.86! ~0.51! ~0.36! ~0.34! ~0.52! ~0.42! ~0.17! ~0.39!
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gardless of set size. For the other three observers, thed8
values are almost always positive. Moreover, for those ob-
servers increases in set size are not met with consistent de-
creases ind8 values. There is little doubt that Obs 1, 2, and
4 remembered the maskers well when the set size was 3, and
substantial masker recognition is maintained even when the
set size is 24. None of the foil maskers was consistently
chosen as having been heard in recent conditions.

Two aspects of the memory data deserve note. First,
doing well on the memory task does not predict detection
sensitivity. Obs 4, whose thresholds are the highest, per-
formed as well in the memory task as any of the observers.
Second, Obs 1, 2, and 4 demonstrate substantial knowledge
of the individual maskers. As a result, one might imagine
that these observers compare each sound against a long-term
memory of each of the maskers. Such a decision process
would generate thresholds that depend little upon whether
the maskers are the same versus different in the two inter-
vals. That prediction holds in the current experiment but is
inconsistent with the data of Wright and Saberi~1999! who
used only 10 maskers, but report substantial differences in
masking depending on the degree of masker uncertainty
across intervals. Our results are also inconsistent with the
results of Neff and Dethlefs~1995, see also Neff and Cal-
laghan, 1986!, who report differences nearer 11 dB when the
maskers are randomly drawn from a large pool of potential
maskers. Undoubtedly the difference between the current re-
sults and those of Neff and colleagues is that in the current
experiment the trials in which the maskers were the same
versus different across intervals were intermixed, whereas
they used blocked procedures.

It is probably the case that whether or not observers can
remember the individual tokens, task constraints alter the
way in which observers approach the detection task. When
the maskers are always the same in the two observation in-
tervals ~even if maskers vary across trials! thresholds are
lower than when the maskers are randomly chosen on each
interval ~cf. Neff and Dethlefs, 1995; Wright and Saberi,
1999!. When it happens by chance that the maskers are same
in the two intervals, as occurred in the current experiment,
observers appear not to take advantage of that similarity even
when it occurs on a substantial number of trials~e.g., set size
of 3!. The increase in uncertainty associated with variations
in maskers across intervals might alter the strategy observers
apply to the task~Wright and Saberi, 1999!. For example,
when the maskers are the same in the two intervals, observ-
ers may rely relatively more on short-term memory to detect
the added tone. In contrast, when the maskers are likely to be
different in the two presentation intervals, observers may de-
pend more on comparison with long-term standards in order
to detect the added tone. Whether or not an explanation of
this sort ultimately holds, the link between stimulus uncer-
tainty and strategy/memory processing requires consider-
ation.

V. FITS TO LINEAR MODELS

During the course of experiment I parameters associated
with each trial were saved to disk. The information included
the maskers presented in each interval, the signal level, the

interval with added signal, and the observer’s response.
Here, those data are briefly considered. The primary question
to be addressed is whether observers’ strategies vary substan-
tially depending on the masker set size.

Neff and colleagues have suggested that an important
difference between observers, in terms of their thresholds in
informational masking paradigms, is that some are relatively
more holistic, presumably integrating information across fre-
quency even though it is disadvantageous to do so~cf. Neff
et al., 1993!. Such holistic listeners’ thresholds might not
vary compared to their counterparts in tasks other than infor-
mational masking tasks. One way to imagine this is to sug-
gest that observers differ in the degree that they are ideal,
that is, differ in the degree to which they rely on information
just at the signal frequency and ignore information at other,
inappropriate, frequencies. This notion has substantial pre-
dictive power. First, it is obvious that if an observer is paying
relatively little attention to the signal frequency and rela-
tively more attention to the nonsignal frequencies, his/her
thresholds will be higher than an observer with the opposite
emphasis. Second, an observer who pays more attention to
nonsignal frequencies is expected to generate higher thresh-
olds when the maskers are different versus the same in the
two intervals. If an observer is incorporating energy at fre-
quencies distant from the signal, changes in the masker
across the intervals of the trial leads to increased variability
of the decision variable. When the maskers are the same
across intervals, however, effects of energy at remote fre-
quencies might cancel out across the two intervals of a trial.
This prediction holds for a linear model in which the signal
is treated as a separate variable from variables associated
with the maskers.

For the Ran condition the linear model under consider-
ation is essentially a ‘‘frequency’’ model. This model consid-
ers not an arbitrary representation of the masker, but its rep-
resentation on a frequency axis. Recall that the components
that made up the maskers could take on values ranging from
100 to 6000 Hz, save a frequency region near the 1000-Hz
signal frequency. This range was divided into 28 ‘‘bins,’’
each bin being equal in width on a logarithmic axis. The
middle bin was geometrically centered at the signal fre-
quency, 1000 Hz, and its width was the width of the pro-
tected region, 160 Hz. The power in each bin was trans-
formed to a dB scale so as to approximate Weber-Law
behavior in each frequency bin. The resulting decision vari-
able,DV, is assumed to be the weighted sum of the levels in
the frequency bins. In addition, it is assumed that the signal
is weighted, and when the signal occurs in the first interval
the weight is negative. Thus,DV is given by

DV5S (
iÞs

a iXi D
2

2S (
iÞs

a iXi D
1

6asXs1b,

wherea i is the linear weight associated with frequency bini
and b is the bias. Subscripts 1 and 2 indicate the first and
second intervals, andas is the signal weight. The bias,b,
provides the match between the expected value ofDV and
the mean of the observer’s responses~1.5 here; the responses
are coded as 1 or 2, depending on whether the observer in-
dicated the signal was presented in interval 1 or interval 2!.

1363J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Richards et al.: Informational masking



This model is similar to others that have been used to
evaluate detection of a tone added to noise and various pro-
file analysis experiments~e.g., Berg and Green, 1990!. In-
deed, in the Ran condition the analysis is much like those
used in the past, except that we used a general linear model
that minimized the squared deviations betweenDV’s and the
observers’ responses.1

Two concerns regarding the interpretation of the weights
derived using the linear model in the Ran condition deserve

note. First, because the distribution of energy in the signal
bin across trials is different from the distribution in the other
bins, its weight is most susceptible to deviations. Second, it
might be the case that the observer’s decision rule is not
stationary. For example, very high or very low signal inten-
sities might lead to differences in the weight of the signal
component relative to the other components.

In the conditions other than the Ran condition, 28 fre-
quency bins is more than the number of degrees of freedom
available to be accounted for. As a result, the number of
parameters in the linear model changes with the number of
maskers in the set. For example, when the masker set size is
6, the 28-bit frequency axis is transformed to allow a six-
dimensional orthogonal description of the stimuli~plus a bias
value; see footnote 1!. Regardless of set size, the signal level
is one of the independent variables.

Linear weights~a’s! and biases are estimated by using a
linear model in which the squared deviations betweenDV
and the observer’s response on each trial is estimated, and
the sum of the squared deviations is minimized. For the 20
sets of 50-trial tracks, the first 4 trials were removed, yield-
ing a total of 920 trials for each observer in each condition.

Figure 2 shows the linear weights~a’s! as a function of
frequency fitted to the data in the Ran condition. Averaging
across observers, this fitted linear model accounted for 35%
of the variance in the observers’ responses. Comparing Figs.
1 and 2, it is apparent that observers with higher signal
weights have lower thresholds. For Obs 3 the pattern of
weights potentially indicates the integration of substantial
energy at frequencies away from the signal frequency. For
the other observer with poorer sensitivity, Obs 4, this is not
as obvious.

For all set sizes, the level of the signal component was
one of the variables in the linear model. While the signal
weights vary from observer to observer~cf. Fig. 2!, for any
one observer the estimated signal weights are fairly constant
across set sizes. This suggests at least some consistency in
strategy across conditions. Even though the variation in sig-
nal weights is small, for Obs 1 and 2 correlations between
the weight at the signal frequency and thresholds across con-
ditions are high (r520.95 and20.98, respectively!. For the
less sensitive listeners, Obs 3 and 4, the correlations between

TABLE II. Proportion of variance accounted for when the data are fitted using the linear model fitted separately
to the individual conditions~Separate! compared to when the linear model fitted to the Ran data is used to
predict the data obtained in the other conditions~Ran!.

3A 3B 3C 6A 6B 12A 12B 24A 24B

Obs 1 Separate 0.46 0.30 0.34 0.31 0.28 0.39 0.49 0.36 0.41
Ran 0.44 0.30 0.17 0.24 0.25 0.33 0.33 0.30 0.25

Obs 2 Separate 0.40 0.31 0.41 0.32 0.29 0.33 0.35 0.32 0.38
Ran 0.17 0.18 0.23 0.22 0.19 0.24 0.28 0.22 0.20

Obs 3 Separate 0.24 0.40 0.27 0.40 0.35 0.43 0.50 0.37 0.46
Ran 0.23 0.36 0.09 0.32 0.15 0.35 0.37 0.24 0.41

Obs 4 Separate 0.25 0.31 0.36 0.17 0.21 0.20 0.26 0.23 0.32
Ran 0.23 0.10 0.32 0.14 0.16 0.12 0.21 0.15 0.20

AVG Separate 0.34 0.33 0.35 0.30 0.28 0.34 0.40 0.32 0.39
SEM ~0.05! ~0.02! ~0.03! ~0.05! ~0.03! ~0.05! ~0.06! ~0.03! ~0.03!
AVG Ran 0.27 0.24 0.20 0.23 0.19 0.26 0.30 0.23 0.26
SEM ~0.06! ~0.06! ~0.05! ~0.04! ~0.02! ~0.05! ~0.04! ~0.03! ~0.04!

FIG. 2. Fitted linear weights are plotted as a function of frequency for the
Ran condition. The solid horizontal lines indicate a weight of zero for each
observer. Weights are estimated to within a scalar as indicated by the ab-
sence of ordinate label.
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weights at the signal frequency and thresholds are non-
negative~r50.04 and 0.15, respectively!. This result is con-
sistent with the suggestion that the more sensitive observers
are nearer ‘‘signal energy detectors’’ than their less sensitive
counterparts and those less sensitive observers rely relatively
more on the individual maskers.

Table II shows the properties of variance accounted for
when set sizes ranging from 3 to 24 are fitted separately
~‘‘Separate’’ entries!. Across conditions and observers, sepa-
rately fitted linear models account for 34% of the variance in
observers’ responses. The values range from 17%~Obs 4,
condition 6A! to 50% ~Obs 3, condition 12B!. By compari-
son, assuming an average of 75% correct responses, one
would expect a linear model to account for at most 65% of
the variance in the observers’ responses.2

The rows labeled as ‘‘Ran’’ in Table II indicates the
proportion of variance accounted for when the linear model
fitted to the Ran data~weights shown in Fig. 2! is used to
predict responses in the other conditions.3 On average, the
cost of going from a model fitted to the individual data sets
~Separate! to a single model fitted to the Ran data set~Ran!
is an average reduction in the proportion of variance ac-
counted for in the individual conditions of 0.1. Most note-
worthy is that the linear model fitted to the Ran data provides
reasonably good fits even when the set size is 3. The stability
of the Ran model across set size suggests stability in observ-
ers’ strategies—if observers’ strategies depend substantially
on set size, it is unlikely~but not impossible! that a single
linear model could account for the data in the different con-
ditions.

In another exploration, the data in the Ran and set size
24 data sets were fitted using a linear model with 13 rather
than 28 frequency bins so that the combination weights esti-
mated in these two conditions could be directly compared.
An ANOVA failed to reveal significant differences in the
estimated linear weights. That result, plus the fact that
thresholds in the Ran condition and when the set sizes is 24
are not reliably different, suggest that observers’ decision
strategies are similar whether the maskers are drawn from a
very large pool versus a pool size of 24.

VI. SUMMARY AND CONCLUSIONS

Consistent with past results, the current experiment in-
dicates large individual differences in informational masking,
even when the number of maskers tested is small and the
maskers are reliably recognized. The results also suggest that
when maskers are drawn from a set size of 24, the particular
masker set tested is relatively unimportant. In terms of sta-
tistical sampling, masker set sizes of 12 to 24 appear to pro-
vide a reasonable substitute for randomly drawn maskers.
Such a conclusion is tempered by the fact that only two
masker sets were tested. Finally, thresholds estimated by
separating the observers’ responses into two pools, trials in
which the maskers were either different or the same across
the two presentation intervals, did not reveal substantial dif-
ferences in amount of masking. Restricting the comparison
to the thresholds estimated when the set size is 3, where the
possibility that the maskers are the same in the two intervals

is 1
3, thresholds were on average only 2 dB lower when the

maskers were the same versus different in the two intervals.
Analyses of the trial-by-trial data provide little compel-

ling evidence to support the hypothesis that observers change
their decision strategies as the set sizes are altered. This ap-
pears to hold even for set sizes as small as 3. Noting that for
some of the analyses there was a tendency for the results
measured using a set size of 3 to vary slightly from the other
conditions ~e.g., the memoryd8 values were somewhat
higher!, it seems reasonable to suggest that there is little cost
in examining informational masking using set sizes as small
as 6.
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1First consider the linear model fitted to the Ran data. For each trial, the
decision variable is as defined in the text. The linear model predicts a
decision variable,

DV̂5FDV̂1

DV̂2

]

DV̂n

G5FY1 1

Y2 1

] ]

Yn 1

G FabG.
Here,n is the number of trials, and eachYk is a vector of differences in
level across the two intervals at each frequency bin. Because there are 28
bins, eachYk has 28 entries. Overall, the matrix with theY’s has dimension
n329.a is a column vector with length equal to the number of bins, andb,
the bias, is a real number. The vector containing thea’s has dimension
2931. Using a simpler notation, and referring to these two matrices asY
and a, one hasDV̂5Ya. The observer’s response for each trial may be
described as a column vector withn entries,

T5FT1

T2

]

Tn

G.

Recall that theT’s take on values of either 1 or 2, indicating first or second
interval.

To estimate the values of thea’s and of b, the sum of the squared
deviations,((DV̂2T)2, is minimized. This leads to weights that are es-
sentially the same as when the value to be minimized is((T̂2T)2. Using
the simplified matrix notation introduced above, the least square estimator
for minimizing ((DV̂2T)2 is given by Y8Ya5Y8T ~cf. Neter et al.,
1990!. The entries of the matrixa can then be estimated:a
5@Y8Y#21Y8T.

The linear fit might be visualized as follows. Imagine that for each
stimulus interval a variableX is formed, and the decision variable,DV, is
the differenceX22X1 where 1 and 2 indicate the first and second intervals,
respectively. Imagine that when the signal is in the first interval theDV is
usually negative and when the signal is in the second interval theDV is
usually positive. Likewise, the observer’s responses will tend to be 1 when
the signal is in the first interval and tend to be 2 when the signal is in the
second interval. Note that for this example the mean of theDV is zero but
the mean of the observer’s responses is 1.5—the bias term allows the mean
of the predictedDV to shift. Consider just the predictedDV’s associated
with trials in which the signal is in the first interval. By altering the
weights, the mean and the spread of the predictedDV values can be altered.
As a result, the distribution of the predictedDV becomes most like~in a
least-squares sense! the distribution of the observer’s responses. When the
signal is in the second interval, the change in theDV is symmetric.

It should be noted that combination weights could be fitted for each of
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the 28 frequency bins only if the stimulus set has sufficient degrees of
freedom. As an example consider the case when there are only 3 maskers in
a set. Three maskers will present at most 18 unique masker frequencies~six
tones for each of the three maskers! plus the signal frequency. Additionally,
for any one masker the presence of any one tone predicts the frequencies of
the other 5 tones. For a masker set of sizek there are onlyk orthogonal
dimensions available to the linear model.

Mathematically, the degrees of freedom present in the stimuli for small
masker set sizes is reflected in the rank of matrixY8Y, which has a rank of
the number of maskers plus 1~the number of maskers plus the signal
component plus the bias minus 1!. In practice, the linear model fitted to the
data~except in the Ran condition! proceeded as follows. The matrixY was
derived across all trials and for 28 frequency bins. Then, the matrixY8Y
was transformed using a QR decomposition~cf. Strang, 1980! in which
Y8Y was rewritten asYQYR whereYQ is an unitary~invertible! matrix and
YR is an upper triangular matrix. Having rewrittenY8Y asYQYR , the least
squares estimator becomesYQYRa5Y8R, or YRa5YQ

21Y8R. Whenever a
diagonal entry ofYR was zero, the corresponding element ofa was also
assigned a value of zero.

2The linear model generates a continuous rather than dichotomous variable.
Depending on the percent of correct responses in a 2IFC task, the percent
of variance that can be accounted for in the data set varies. If one assumes
that the variables are statistically independent, the proportion of variance
that can be accounted for is provided by the squared correlation coefficient,

r25
@A2/pe2~1/2!z2

1z~2P21!#2

11z2
,

where r is the correlation coefficient,P is the percent correct in a two-
interval forced choice task, andz is thez-score associated withP. A sketch
of the proof derived by Zhongzhou Tang follows.

In a 2IFC task, assume that the signal is as likely to be in each of the two
intervals. For each interval a variableX is formed, and the normally dis-
tributed decision variable,DV, is the differenceX22X1 where 1 and 2
indicate the first and second intervals, respectively. Note that the distribu-
tion of DV is symmetric about theDV50 point depending on whether the
signal occurs in the first versus second interval.

Without loss of generality, letT be the response

T5H21¯DV,0
1¯DV.0 .

AssumingT is unbiased, the expected value ofT, like the expected value
of DV, is 0.

The squared correlation coefficient between the decision variable and the
response is given by

r25
@(i~DVi2DV!~Ti2T̄!#2

(i~DVi2DV!2(i~Ti2T̄!2
5

~(iDViTi!
2

(iDVi
2(i1

,

wherei varies from 1 ton, the total number of trials.DV andT share the
same sign, so

r25
~(iuDViu!2

(iDVi
2(i1

5
~(iuDViu!2/n2

(iDVi
2/n

.

First consider the denominator. Note that( iDVi
2/n is the expected value of

the squared decision variable~asn→`). Due to the symmetry associated
with the signal present in interval 1 versus interval 2~i.e., DV2

2 is the
same!, the numerator becomess21m2, where6m is the expected value of
the decision variable when the signal is in the first~minus! or second~plus!
interval ands2 is the variance associated with the distributions when the
signal is in the first or second interval.

Next, consider the numerator. Note that (( i uDVi u)2/n25(( i uDVi u/n)2 is
the squared expected value of the absolute value of the decision variable~as
n→`). Note that the distribution ofuDVu is the same whether the signal is
in the first or second interval. Additionally, theDVs (DV1 and DV2,
depending on whether the signal in first or second interval! are separately
normally distributed. This leads to (( i uDVi u)2/n2 5@E(uDVu)#2

5@A2/pse2(1/2)(m/s)2
1m(2P21)#2, wherem is the mean of the normal

distribution when the signal is added to the second interval.
Taking the ratio of the numerator and the denominator,

r25
~(iuDViu!2/n2

(iDVi
2/n

5
@~2/p!se2~1/2!~m/s!2

1m~2P21!#2

m21s2
.

Dividing the numerator and denominator bys2, for a standard normal
variablez,

r25
@~2/p!e2~1/2!z2

1z~2P21!#2

11z2
.

3The predicted response associated with any oneDV depends on the sign of
theDV relative to the bias~i.e., above or below!. Thus, scaling theDV does
not alter the predicted response. Nonetheless, scaling the linear weights
does impact the proportion of variance accounted for in the responses by
the linear model. The values shown in Table II are the maximum proportion
of variance accounted for in the different conditions when the weights in
the Ran condition are optimally scaled.
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This study examined whether increasing the similarity between informational maskers and signals
would increase the amount of masking obtained in a nonspeech pattern identification task. The
signals were contiguous sequences of pure-tone bursts arranged in six narrow-band
spectro-temporal patterns. The informational maskers were sequences of multitone bursts played
synchronously with the signal tones. The listener’s task was to identify the patterns in a 1-interval
6-alternative forced-choice procedure. Three types of multitone maskers were generated according
to different randomization rules. For the least signal-like informational masker, the components in
each multitone burst were chosen at random within the frequency range of 200–6500 Hz, excluding
a ‘‘protected region’’ around the signal frequencies. For the intermediate masker, the frequency
components in the first burst were chosen quasirandomly, but the components in successive bursts
were constrained to fall in narrow frequency bands around the frequencies of the components in the
initial burst. Within the narrow bands the frequencies were randomized. This masker was considered
to be more similar to the signal patterns because it consisted of a set of narrow-band sequences any
one of which might be mistaken for a signal pattern. The most signal-like masker was similar to the
intermediate masker in that it consisted of a set of synchronously played narrow-band sequences,
but the variation in frequency within each sequence was sinusoidal, completing roughly one period
in a sequence. This masker consisted of discernible patterns but not patterns that were part of the set
of signals. In addition, masking produced by Gaussian noise bursts—thought to produce primarily
peripherally based ‘‘energetic masking’’—was measured and compared to the informational
masking results. For the three informational maskers, more masking was produced by the maskers
comprised of narrow-band sequences than for the masker in which the frequencies were not
constrained to narrow bands. Also, the slopes of the performance-level functions for the three
informational maskers were much shallower than for the Gaussian noise masker or for no masker.
The findings provided qualified support for the hypothesis that increasing the similarity between
signals and maskers, or parts of the maskers, causes greater informational masking. However, it is
also possible that the greater masking was a consequence of increasing the number of perceptual
‘‘streams’’ that had to be evaluated by the listener. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1448342#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Ba@MRL#

I. INTRODUCTION

Virtually all real-world listening environments are com-
prised of multiple sources of sound, either sounds that arise
from independent sources or sounds that follow multiple
paths~e.g., echoes! from a single source, or, perhaps most
typically, both at once. For a listener in a multisource sound
field, the task is often to selectively attend to a desired source
while ignoring unwanted sources. Accomplishing this task
involves detecting and segregating the various sound sources
and evaluating whether they deserve attention. The sound
field may be both complexand dynamic as sound sources
come and go and change over time, often requiring that at-
tention be distributed or redirected. Attending to one particu-
lar source and ignoring unwanted sources may be a challeng-
ing task if the desired sound is soft relative to the unwanted
sounds, if the unwanted sounds are difficult to ignore, or if
the listener is uncertain about which sound to attend to. The
factors that influence signal selection in multisource listening
environments have been of great interest to auditory scien-

tists dating at least from Cherry’s~1952! framing of the
‘‘cocktail party problem’’ ~see also Pollack and Pickett,
1958! continuing through contemporary times as evidenced
by the recent works of Bregman~1990!, Yost ~1991, 1997!,
Yost et al. ~1996!, Darwin and Carlyon~1995!, Hawleyet al.
~1999!, Freymanet al. ~1999!, Brungart ~2001!, and Brun-
gart and Simpson~2001!, among others.

In multisource listening, sounds interfere with one an-
other.Masking is the term used to describe the interference
one sound causes in the reception or processing of a second
target sound. One sound may mask another sound by reduc-
ing the probability that it will be detected by the observer. It
may also cause masking by interfering with the extraction of
important properties of the sound such as its pitch or timbre,
by diminishing the ability to identify the source or accurately
estimate its location, or by interfering with the recognition of
any special information emanating from the source such as
spoken language.

In recent years, there has been an increasing body of
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evidence to support the theory that auditory masking consists
of two separate components that originate at different physi-
ological levels. These physiological levels are not precisely
determined, but may roughly be divided into the categories
of ‘‘peripheral’’ and ‘‘central.’’ Peripheral masking is usually
thought of as overlapping patterns of excitation on the basilar
membrane and in the auditory nerve. Performance is limited
by signal-to-noise constraints in the frequency regions sur-
rounding the signal. Because in general there is a good cor-
respondence between the amount of energy in the masker
falling near the signal frequency and the amount of masking
that occurs, peripheral masking is often called ‘‘energetic
masking’’ ~cf. Watson, 1987! and the ‘‘critical-band energy-
detector model’’ is broadly successful in predicting periph-
eral masking~e.g., Green and Swets, 1974!. In contrast, cen-
tral masking1 occurs despite a sufficiently robust
representation in the auditory nerve for successfully accom-
plishing the task. Thus, in peripheral masking, performance
is limited because there is insufficient information available
to a central processor to solve the task, while in central
masking sufficient information is available, but it is the pro-
cessing itself, or nonoptimal decision rules applied to the
processed stimulus, that lead to failure in the task. Stimulus
manipulations and listening conditions that create high ob-
server uncertainty have been shown to produce large
amounts of masking that appear to be central in origin. This
type of masking has been termed ‘‘informational masking’’
~Pollack, 1975; Watsonet al., 1975, 1976!.

Most studies of informational masking have measured
the detection of the presence of a tone~e.g., Neff and Green,
1987; Leek and Watson, 1984; Neff, 1995; Kiddet al., 1994;
Oh and Lutfi, 1998! or discrimination of a difference in the
frequency or intensity of a tone~e.g., Watsonet al., 1975,
1976; Howardet al., 1984; Kidd et al., 1986; Leeket al.,
1991; Neff and Jesteadt, 1996!. Detecting the presence of a
pure tone or discriminating a change in the frequency or
intensity of a pure tone are tasks that are particularly well-
suited for the study of informational masking because it is
possible to create masking by placing masker energy at fre-
quencies remote from the signal. This minimizes energetic
masking and provides support for the interpretation that the
interference in performance is due to central factors.

While it is of great interest to study informational mask-
ing for detection or discrimination tasks for pure tones, a
more complete understanding of the factors affecting multi-
source listening includes study of more sophisticated and
demanding tasks of the observer using complex sounds.
However, for some tasks—such as the recognition of speech
from one talker among several talkers—it is difficult to con-
trol for energetic masking because the information is distrib-
uted over a broad range of frequencies. This complicates the
determination of whether the masking that is observed is due
to peripheral or to central mechanisms. Recently, we have
used a nonspeech pattern identification task to study binaural
processing and informational masking in complex, multi-
source environments~Kidd et al., 1995a, 1998!. In those ex-
periments the task of the listener was to choose which of a
set of previously learned narrow-band patterns was present
on a given experimental trial. The presence of informational

maskers—typically sequences of randomly drawn multitone
complexes played synchronously with the signal—can
greatly interfere with performance, causing shifts in the
identification-level functions of 50 dB or more. This proce-
dure has the advantage that it presumably requires more
complex judgments than do pure-tone detection or difference
limen tasks, but maintains the stimulus control necessary to
produce large amounts of informational masking with con-
comitantly small amounts of energetic masking. Further, be-
cause the stimuli are presented well above detection thresh-
old, the task bears a closer correspondence to the ‘‘cocktail
party problem,’’ where the challenge is to select among and
extract information from audible sources.

Although there have been many studies of informational
masking in the past decade, the phenomenon is still not well
understood and little is known about what causes interfer-
ence in various tasks, especially for suprathreshold listening
situations. In this study we examined the hypothesis that in-
formational masking for suprathreshold identification tasks
could be manipulated by varying the degree to which the
masker and signal share similar properties. As a means for
evaluating this hypothesis, we used the nonspeech pattern
identification task mentioned above~cf. Kidd et al., 1998!.
The basic idea was that the greater the similarity between the
signals and the maskers~or parts of the maskers, as discussed
in following sections! along a relevant perceptual dimension,
the greater the uncertainty they would create for the listener
which consequently would be reflected in larger amounts of
informational masking.

In the following experiments, the identification of non-
speech patterns was measured in quiet and in the presence of
four maskers. One masker was Gaussian noise that produces
primarily peripherally based energetic masking and was in-
cluded as a reference against which the results from the in-
formational maskers could be compared. Along the postu-
lated continuum of similarity, the Gaussian noise masker is
the least similar to the signal set. The three informational
maskers were comprised of sequences of multitone com-
plexes played synchronously with the elements of the signal
patterns. They differed in the rules used to generate the fre-
quencies of the complexes in a manner that was expected to
vary the degree of similarity between the maskers, or por-
tions of the maskers, and the set of signals. If similarity is
important in producing informational masking, and if our
assumption is correct that these maskers vary in their degree
of similarity to the signal set, then we should expect that the
three informational maskers would produce different
amounts of masking. It should be noted at the outset, how-
ever, that our notion of varying the degree of similarity of the
informational maskers was only partially successful, both ac-
cording to the experimental results and the results of a simi-
larity metric applied to the stimuli, and an alternative expla-
nation based on a limitation in the capacity to process
multiple co-occurring auditory ‘‘streams’’ is also considered
in the discussion.

1368 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Kidd et al.: Auditory pattern identification



II. METHODS

A. Subjects

Three young-adult university students with normal hear-
ing served as listeners. All three listeners had prior experi-
ence participating in psychoacoustic experiments and were
trained on the experimental procedures and stimuli for sev-
eral hundred trials prior to collection of the data reported
here. The subjects were trained until stable performance was
observed and the range of levels necessary to map out the
performance-level functions for each subject in each condi-
tion was determined. The training phase was identical to the
test phase described below, the only difference being that the
practice data are not reported here. The subjects were paid
for their participation.

B. Stimuli

All sounds were generated digitally and played through
16-bit digital-to-analog converters~TDT! at a rate of 20 000
samples, then low-pass filtered at 7500 Hz and attenuated by
programmable attenuators. The conversion from digital am-
plitude to voltage was verified prior to each experimental
session and the acoustical output of the headphone was cali-
brated using a standard coupler and sound-level meter. Also,
the algorithms for combining tones into complexes were
verified prior to conducting the experiment. The signals were
sequences of eight contiguous tone bursts arranged in six
spectro-temporal patterns. These signal patterns have been
used previously in studies of nonspeech sound identification
~Kidd et al., 1995a, 1998; see also Weber, 1977!. Each burst
was 60 ms in duration including 10-ms cosine-squared rise/
decay times. The six frequency patterns, illustrated in Fig. 1,
were: ~1! constant;~2! rising; ~3! falling; ~4! alternating;~5!
step up; and~6! step down.

The signal patterns~and two of the informational
maskers, as described below! were generated from 16 fre-
quency bands spaced equally on a logarithmic scale. The
lowest and highest frequencies of the bands were 200 and
6540 Hz. Within each band there were eight frequencies
from which the patterns were constructed with each fre-
quency separated by 2% of the band’s center frequency. The
width of each frequency band was thus 14% of the center
frequency. On each trial one of the 16 possible bands was

selected at random to contain a signal pattern. The signal—
one of the six shown in Fig. 1—was then generated from the
eight frequencies available within that band. For signals #4
~alternating!, #5 ~step up!, and #6~step down!, the patterns
were formed from the highest and lowest frequencies in the
band. The constant frequency of signal #1 was chosen ran-
domly from the eight possible frequencies in the selected
band. Signal level was equal for tones in a pattern. When the
signal was masked by an informational masker, a ‘‘protected
region’’ which excluded masker tones was established
around the signal. The protected region was approximately
equal to 35% of the center frequency of the pattern. Figure 2
illustrates the 16 narrow bands and shows signal pattern #2
~rising! located in one of the bands with the two protected
bands flanking the signal.

Also shown in Fig. 2 are the four subsets of the 16
frequency bands used for pooling the results forpost hoc
analysis discussed in a later section. Signal levels were cho-
sen in 10-dB steps~5-dB steps when presented in the Gauss-
ian noise masker! over a sufficient range to estimate the
performance-level functions for that particular condition.
There were 60 trials in each block of trials.

There were two types of maskers: Gaussian noise, in-
tended to produce primarily energetic masking; and random-
ized multitone complexes, intended to produce primarily in-
formational masking. The maskers were played in sequences
of eight 60-ms bursts gated synchronously with the signal
bursts.

The Gaussian noise masker was comprised of a series of
eight independent bursts with 10-ms rise–fall times bandpass
filtered from 200–6540 Hz and presented at 70 dB SPL.
There was no protected region surrounding the signal as was
the case for the informational maskers. Figure 3~top left
panel! is a schematic of the Gaussian noise masker illustrated
along with signal #2.

The informational maskers were sequences of multitone
bursts comprised of tones that were generated according to

FIG. 1. Schematic of the six signal patterns in sound spectrogram form.

FIG. 2. Schematic of the 16 bands~shaded regions! from which the signal
patterns and multitone maskers for the MBDN and FMOD conditions were
constructed. A signal pattern~#2! is shown in heavy lines. The three darker-
shaded bands indicate the ‘‘protected region’’ containing and adjacent to the
signal. The bins used for pooling data forpost hocanalysis for the different
signal frequencies are shown to the right of the bands.
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three different randomization schemes—one scheme for each
type of informational masker. For all three informational
maskers there were eight tones in each burst of the sequence
and the levels of the tones were randomly chosen from a
uniform distribution of levels ranging from 50–70-dB SPL.
Thus, the overall level of a given masker burst depends on
the specific levels of the tones chosen on that particular
burst, but would always fall between approximately 59 and
79 dB SPL. In all cases the frequencies of the tones within a
given burst were spaced farther apart than 1/duration~i.e.,
1/0.06 s516.7 Hz!. In one masker, called ‘‘multiple-bursts
different’’ ~MBD!, the eight frequencies in each burst were
chosen randomly from the frequency range from 200–6540
Hz, excluding the protected region, and each masker tone
level was a random sample from the range of 50–70 dB SPL.
The MBD masker is illustrated in Fig. 3~upper right panel!
along with signal #2.

The other two informational maskers contained frequen-
cies drawn from the 16 frequency bands described above for
the signal. One masker is designated ‘‘multiple-bursts differ-
ent, narrow-band’’~MBDN!. On each trial the band contain-
ing the signal and the two adjacent bands were excluded
from selection as masker bands. Eight of the 13 remaining
bands were randomly chosen to contain masker tones. On
each burst, one masker tone fell within each of the selected
bands. Within each masker band, the frequency was a ran-
dom sample on each burst from among the eight possible
frequencies within the band. This resulted in a masker com-
prised of eight narrow-band~over time! tone sequences. The
level of the first tone in a given masker band was chosen at
random on each presentation from a uniform range from
50–70 dB SPL but was held constant for subsequent bursts
in that band for that presentation. The MBDN masker is
shown in Fig. 3~lower left panel! paired with signal #2.

The third informational masker was also created from
the same set of 16 bands of 8 frequencies as were used to
generate the MBDN maskers and on each presentation, 8 of
the 13 available bands~excluding signal and flankers! were
chosen at random to contain maskers. However, for this
masker the frequency in the first burst in a given band was
chosen at random from the eight possible frequencies, but
subsequent frequencies in the burst sequence followed an
orderly sinusoidal pattern. The variation in frequencies in a
given masker band thus roughly approximated a frequency-
modulated sine wave with random starting phase~among the
eight possible frequencies! and completed one cycle of
modulation during the eight bursts in a sequence. This
masker is designated ‘‘FMOD’’ and is illustrated in Fig. 3
~lower right panel! also paired with signal #2. As with the
MBDN masker, the level of the first burst in each band was
chosen randomly from a uniform distribution ranging from
50–70 dB SPL and the subsequent tones in that band were
played at that level.

C. Procedures

The experimental task was one-interval, six-alternative,
forced-choice~1I-6AFC! with response feedback provided
after every trial. On each trial, the listener was presented
with one signal pattern chosen at random from the set of six
patterns, played synchronously with a masker. The task of
the listener was to choose which of the six signal patterns
had been presented. The trials were grouped in blocks span-
ning a range of signal levels sufficient to map out the
performance-level functions. Within each block, the signal
levels tested were randomized.

The subjects listened monaurally through a TDH-50 ear-
phone. The sounds were played to each listener’s preferred
ear. The listeners were seated in a double-walled IAC booth
with an LCD computer terminal that contained a schematic
illustration similar to Fig. 1 mounted above the response
keys corresponding to each pattern. After the stimulus pre-
sentation, the listeners were permitted to take as much time
as they liked to indicate their response on the keyboard. In-
terval timing and response feedback were displayed on the
monitor on every trial.

Five conditions were tested: signal only~QUIET!,
Gaussian noise~BBN!, and the MBD, MBDN, and FMOD
multitone maskers. All of the data plotted for individual lis-
teners represent percent-correct identification computed over
approximately 200 trials per point. The listeners participated
in 2-h time blocks two or three times per week and were
allowed to take ‘‘breaks’’ as needed during each session.

III. RESULTS

Figure 4 contains the data plotted on coordinates of per-
cent correct identification versus signal level. The data were
pooled across signal frequency within the four bins corre-
sponding to bands 1–4, 5–8, 9–12, and 13–16 as indicated
from bottom to top in Fig. 2. The different frequency bins are
plotted in the four rows in Fig. 4. Each column of Fig. 4
contains the data from one subject. The data points were fit2

with logistic functions having the form

FIG. 3. Schematic representations of the four maskers. The upper left panel
shows the broadband noise masker~BBN!, the upper right panel shows the
multiple-bursts different~MBD! masker, the lower left panel shows the
multiple-bursts different narrowband~MBDN! masker, and the lower right
panel shows the frequency-modulated~FMOD! masker. Note that the differ-
ent shadings for the BBN masker indicate independent masker bursts. See
the text for more details.
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p~c!5a1
1.02a

1.01e2k~m2x! ,

wherea50.167~chance performance, 1 of 6!, m is the level
corresponding to the midpoint of the function~about 58.5%
correct!, andk is the slope. The slopes,k, and midpoints,m,

of the fitted logistic functions, along with estimates of good-
ness of fit,3 are contained in Table I for each subject and
averaged across the group of subjects.

First, both for the QUIET condition and all four masked
conditions, performance increased with increasing signal
level. The slopes of the performance-level functions vary
across maskers and frequency bins. In the QUIET condition,
the group average slopes varied from about 0.10 to 0.17. For
the BBN condition, the slopes of the functions increased
considerably relative to QUIET and, on average, ranged from
0.24 at the lowest frequency bin to 0.36 at the highest fre-
quency bin. A similar steepening of slope of the
performance-level functions in Gaussian noise relative to
quiet has been noted previously by Kiddet al. ~1995a!. Be-
cause QUIET and BBN psychometric functions are not par-
allel, the amount of masking was greater at low signal-to-
masker ratios~S/M! and less at high S/M. As is apparent
from inspection of Fig. 4 and Table I, the group mean slopes
for all of the informational masking conditions are much
shallower than for the QUIET or, especially, for the BBN
condition. This again means that the amount of masking
~relative to QUIET! depends greatly on S/M. For MBD the
group average slopes ranged from 0.02 to 0.09, for MBDN
the range was from 0.04 to 0.09, and for FMOD the range
was from 0.04 to 0.09 and, for all three maskers, the slopes
were shallowest for the highest frequency bin. Figure 5 con-
tains plots of the slope values.

An analysis of variance of the slopes of all five condi-
tions indicated that masker type was a significant main effect
~F@4,8#598.7; p,0.001! but that frequency was not
~F@3,6#51.33; p50.348!. There was a significant interac-
tion between masker type and frequency~F@12,24#53.43;
p,0.005!. Post hocanalyses~Duncan’s multiple range test!
indicated that the three informational maskers were not sig-
nificantly different from each other but that all were signifi-
cantly shallower than for the BBN masker or for QUIET,

FIG. 4. Identification-level functions for individual subjects for the four
frequency bins. The triangles are for the signal-only~QUIET! condition,
squares are for the Gaussian noise masker~BBN!, circles are for the MBD
masker, inverted triangles are for the MBDN masker, and diamonds are for
the FMOD masker. The lines are best-fitting logistic functions.

TABLE I. The midpoint,m, and slope,k, of the fitted functions for all five conditions~columns! and four frequency bins~rows!. Also given is the proportion
of the variance, PV, accounted for by the fit. Within each row the individual values are shown for all three subjects along with the intersubject means and
standard errors.

Frequency
bins

~range
in Hz! Listener

CONDITION

QUIET BBN MBD MBDN FMOD

m k PV m k PV m k PV m k PV m k PV

4 1 23.4 0.13 0.96 61.2 0.28 0.99 56.6 0.02 0.88 77.2 0.03 0.92 80.6 0.03 0.83

2 15.7 0.07 0.88 61.8 0.35 0.99 32.6 0.01 0.20 81.4 0.02 0.56 89.5 0.02 0.49

~6540–
2910!

3 21.7 0.11 0.89 60.4 0.44 0.99 53.6 0.04 0.91 69.5 0.06 0.95 68.5 0.05 0.93

Avg~se! 20.3~2.3! 0.10 ~0.02! 0.91 ~0.02! 61.2 ~0.4! 0.36 ~0.04! 0.99 ~0.00! 47.6 ~7.6! 0.02 ~0.01! 0.66 ~0.23! 76.0 ~3.5! 0.04 ~0.01! 0.81 ~0.13! 79.5 ~6.1! 0.04 ~0.01! 0.75 ~0.13!

3 1 27.8 0.26 0.99 56.3 0.42 0.99 57.5 0.11 0.97 64.2 0.09 0.97 65.9 0.10 0.99

2 15.5 0.14 0.93 56.8 0.31 0.96 10.4 0.03 0.90 44.5 0.05 0.99 53.5 0.05 0.97

~2679–
1192!

3 14.0 0.11 0.93 58.2 0.28 0.94 59.3 0.09 0.97 63.2 0.09 0.97 67.1 0.11 0.98

Avg~se! 19.1~4.4! 0.17 ~0.05! 0.95 ~0.02! 57.1 ~0.6! 0.34 ~0.04! 0.96 ~0.02! 42.4 ~16.0! 0.08 ~0.02! 0.95 ~0.02! 57.3 ~6.4! 0.08 ~0.01! 0.99 ~0.00! 62.2 ~4.3! 0.09 ~0.02! 0.98 ~0.01!

2 1 19.2 0.22 0.99 53.6 0.36 0.97 47.0 0.12 0.98 55.8 0.12 0.99 57.9 0.12 0.98

2 16.2 0.10 0.92 54.5 0.29 0.94 30.2 0.06 0.85 43.1 0.05 0.88 43.3 0.05 0.91

~1097–
488!

3 7.8 0.10 0.82 54.9 0.22 0.89 51.8 0.09 0.99 59.1 0.09 0.98 59.6 0.09 0.97

Avg~se! 14.4~3.4! 0.14 ~0.04! 0.91 ~0.05! 54.3 ~0.4! 0.29 ~0.04! 0.93 ~0.02! 43.0 ~6.6! 0.09 ~0.02! 0.94 ~0.05! 52.7 ~4.9! 0.09 ~0.02! 0.95 ~0.04! 53.6 ~5.2! 0.08 ~0.02! 0.96 ~0.02!

1 1 33.1 0.15 0.99 56.2 0.28 0.97 59.7 0.09 0.94 68.4 0.10 0.97 69.3 0.09 0.98

2 46.0 0.12 0.96 58.2 0.21 0.98 62.8 0.07 0.97 70.3 0.08 0.94 70.0 0.07 0.94

~450–
200!

3 28.1 0.12 0.97 55.3 0.24 0.92 61.4 0.08 0.95 73.1 0.09 0.99 71.3 0.09 0.98

Avg~se! 35.7~5.4! 0.13 ~0.01! 0.98 ~0.01! 56.6 ~0.9! 0.24 ~0.02! 0.96 ~0.02! 61.3 ~0.9! 0.08 ~0.00! 0.95 ~0.01! 70.6 ~1.3! 0.09 ~0.01! 0.97 ~0.02! 70.2 ~0.6! 0.08 ~0.01! 0.97 ~0.02!

Average~s.d.! 22.4~9.3! 0.14 ~0.03! 0.94 ~0.03! 57.3 ~2.8! 0.31 ~0.05! 0.96 ~0.02! 48.6 ~8.8! 0.07 ~0.03! 0.88 ~0.14! 64.1 ~11.0! 0.07 ~0.03! 0.93 ~0.08! 66.4~11.1! 0.07 ~0.03! 0.91 ~0.11!
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which were also significantly different from each other (p
,0.05).

At moderately high levels, all three subjects’ perfor-
mance in QUIET exceeded 90% correct. The midpoints of
the functions varied across frequency. On average, the high-
est overall midpoint was 35.7 dB SPL, which occurred for
the lowest frequency bin, and the lowest overall midpoint
was 14.4 dB SPL, which was found for the 488–1097-Hz
bin. This higher SPL required to identify the low-frequency
signals is due to the normal increase in the audibility curve at
low frequencies. Relative to QUIET, the BBN masker
~squares! shifted the functions to the right along the abscissa.
The level of the BBN masker was chosen—somewhat
arbitrarily—to produce an amount of masking that was
roughly comparable to that produced by the informational
maskers. We may consider the shift in midpoints as an esti-
mate of the amount of masking produced, recognizing that
differences in slope affect the amount of masking estimated
in this way. Thus, on average, the BBN masker shifted per-
formance at the midpoints of the functions by about 20 dB
for the lowest frequency bin, and about 40 dB for the other
three bins. The smaller effect at the lower frequency bin is
again due to the higher quiet threshold resulting from the
shape of the audibility curve; the noise, as expected, shifted
the masked values to similar levels across frequency.

The performance-level functions for the three informa-
tional maskers were also shifted along the abscissa relative to
the QUIET condition. The amount of masking, as reflected
by the shift in the midpoints of the functions, ranged from
about 23–29 dB for all four bins of the MBD masker to 35 to
60 dB for both the MBDN and FMOD maskers in the highest
frequency bin. It is noteworthy that larger differences be-
tween subjects were apparent here than for the BBN masker
and the fits to the functions were sometimes rather poor~e.g.,
Listener 2 at the highest frequency bin, as indicated in Table
I!. This finding is typical for informational versus energetic

masking in general and this task in particular~cf. Kidd et al.,
1998!. The amount of masking as reflected by the shift in the
midpoints of the fitted functions is plotted in Fig. 6.

Because the amount of informational masking that is
produced is of primary interest in the study, and because the
slopes of the informational maskers were so similar and so
different than BBN or QUIET, we next conducted an analy-
sis of variance~ANOVA ! of the midpoints of the functions
for the three informational maskers. This ANOVA indicated
that masker type was a significant main effect~F@2,4#
58.51; p50.036!, whereas frequency was not. There was no
significant interaction between masker and frequency.Post
hoc analyses~Duncan multiple range test! indicated that the
MBDN and FMOD maskers produced significantly greater
amounts of masking than did the MBD masker (p,0.05).
However, the slightly greater amount of masking observed
for FMOD was not significantly different than that produced
by MBDN.

It is of interest to determine whether changes in the
structure of the maskers would cause greater interference in
the identification of some signals than others. It is possible,
for example, that there is an interaction between masker type
and the probability of correct identification of specific sig-
nals. Although our previous work using this signal set~Kidd
et al., 1995a, 1998! suggested that the signals are roughly
equally identifiable, we did not use all of the maskers em-
ployed in the current study. Figure 7 is a histogram showing
the percent correct obtained for each of the six signals in the
five conditions tested here.

To obtain the values plotted in Fig. 7, the data were
combined across frequency bins and levels, then averaged
across subjects. In general, the patterns of correct identifica-
tion of the signal set are remarkably similar, especially for
the three informational maskers. For those maskers, signal
#3 ~rising! was the signal most likely to be correctly identi-

FIG. 5. The intersubject average slopes~k’s from logistic functions! of the
fitted functions from Table I for the quiet condition and the four masked
conditions. The error bars are standard errors of the means.

FIG. 6. The difference in decibels between the midpoints of the fitted
identification-level functions for the quiet condition and the four masked
conditions averaged across listeners. The error bars are standard errors of the
means.
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fied and signal #5~step up! was the least likely. The other
four signals were roughly equally identifiable and fell within
a range of about 5%. For QUIET and BBN, signals #5 and
#6 ~step down! were the least identifiable, with the other four
signals being nearly the same. An analysis of variance was
performed on these data after the percent-correct values were
converted using an arcsine transform. The results indicated
that neither masker type~F@4,8#52.28; p50.15! nor signal
type ~F@5,10#51.6; p50.25! was statistically significant.
Thus, there do not appear to be any strong interactions be-
tween the type of masker and the relative ability to identify
the members of this signal set.

IV. DISCUSSION

The principal finding is that the amount of masking pro-
duced by the MBDN and FMOD maskers was much greater
than that produced by the MBD masker. Further, the slopes
of the performance-level functions were nearly identical for
these three maskers and were significantly shallower than
were found for quiet or for the primarily energetic masker,
BBN. The main difference between the MBD masker and the
MBDN and FMOD maskers was that the masker elements
for MBDN and FMOD were constrained to fall in narrow
frequency regions throughout the burst sequence. In contrast,
the frequencies in the MBD masker were randomized over
the entire frequency range on each burst. This meant that the
MBDN and FMOD maskers could form multiple, co-
occurring perceptual ‘‘streams.’’ The difference in the ran-
domization of level~for MBD the masker tones were chosen
randomly for every component on every burst, while for
MBDN and FMOD the level of the first tone in a band was
chosen randomly and the successive tones were held con-
stant at the level! probably contributed to the perceptual co-
herence of the streams in MBDN and FMOD as well. Be-
cause the signal set also is comprised of narrow bands of
tones, the MBDN and FMOD maskers may be viewed as
more similar to the set of signals than the MBD masker.

Thus, the results provide some support for the motivating
hypothesis that increasing similarity between signal and
masker—or more specifically, portions of the maskers—will
increase the amount of informational masking. However,
these data do not conclusively prove that similarity,per se, is
the important property of the maskers in producing the
greater amounts of informational masking, and alternative
explanations are considered below.

It is important to note that, up to this point, our use of
the term ‘‘similarity’’ is entirely subjective and the hypotheti-
cally relevant stimulus dimension separating the maskers—
the extent to which they resemble the signal patterns—does
not have units that we can use to compute distances. How-
ever, because pattern identity is conveyed by the variation
~or, for signal #1, the lack of variation! in frequency of the
pattern elements, a reasonable measure of similarity4 would
be to determine how close the masker frequencies would
come to matching the signals. This is based on the assump-
tion that errors might be made because the listener could
‘‘hear out’’ a narrow-band portion of a masker and mistake it
for one of the signals because it sounded sufficiently similar
to that signal. In order to estimate this, we made the follow-
ing computations: first, for a given masker type, we gener-
ated a masker sample using the same rules for stimulus gen-
eration as were used in the experiment~without a signal or
‘‘protected region’’!. Then, each of the signal patterns was
‘‘swept’’ in frequency over the entire range of masker fre-
quencies~200–6540 Hz! in 1-Hz steps, with the signal pat-
terns scaled proportional to center frequency just as in the
experiment. At each step, the difference in frequency was
calculated between each tone in the signal sequence and the
closest~in frequency! corresponding masker tone. Then, the
root-mean-square~rms! difference was computed for the set
of eight frequency differences from all eight bursts. For ex-
ample, suppose the masker was MBD. One sample of that
masker would be generated containing eight sets of eight
tones—one set for each burst. We would begin with signal
pattern 1 at 200 Hz. The difference in frequency between the
frequency of the signal in burst 1~200 Hz! and the nearest
masker frequency would be computed. Then, the same would
be done for burst 2,3,...,8 and the rms computed for all eight
differences. That value would be stored as a percent error
relative to the frequency~or center frequency! of the signal
tones. Now, signal #1 would be incremented to 201 Hz and
the procedure repeated. This would be done for the entire
frequency range and all six signals. For any given masker
sample, the closest match~smallest rms deviation! between
any of the signals and the masker was found. Thus, for one
masker sample, one rms deviation was found that repre-
sented the closest match between that masker and any of the
six signals. Also, because we had the smallest rms deviation
for each of the six signals given that masker, the average
deviation across the signal set was computed. Distributions
of rms deviations were accumulated across 2000 masker
samples for each of the three multitone maskers. The distri-
butions obtained in this manner varied considerably in form
for the different maskers. For MBD, the mean value of the
best match was about 10.6% of the center frequency and the
distribution was skewed well above the mean. For MBDN,

FIG. 7. Percent-correct identification for each of the six signals in all five
listening conditions. The signal patterns are: #1~constant!, #2 ~rising!, #3
~falling!, #4 ~alternating!, #5 ~step up!, and #6~step down!. The data were
averaged across, subjects, frequencies, and levels~see the text!.
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the distribution was approximately Gaussian, with a mean
closest match having an rms deviation of about 2%. For the
FMOD masker, the distribution took only two values with
the mean deviation falling at about 1.9%. When the average
for the set of six signals was computed, the rms deviations
increased only slightly to 11.5%, 2.8%, and 3.0%, respec-
tively. Thus, as we would expect, both MBDN and FMOD
maskers more closely approximated actual signal patterns
than did MBD, and had about the same rms deviation values.
To that extent, then, MBDN and FMOD maskers were quan-
titatively about the same in similarity to the signals and were
both more similar to the signals than MBD.

There are relevant examples in both the visual and au-
ditory psychophysical literature suggesting that similarity af-
fects the ability to perceptually segregate or extract some
property of visual or auditory images. And, there is ample
evidence that perceptually segregating a signal from a
masker can improve performance in a variety of tasks~e.g.,
Neff, 1995; Kiddet al., 1994, 1998!. Although there does not
appear to be an exact parallel in the vision literature to the
current experiment, there are areas of vision perception that
seem related. For example, visual ‘‘pop-out’’~e.g., Treisman
and Gelade, 1980; see also the recent review by Nakayama
and Joseph, 1998! occurs when a particular visual object has
some distinctive feature that causes it to segregate perceptu-
ally from background images. This phenomenon is usually
measured by determining the time it takes to search for, lo-
cate, and identify the target or, if search time is limited, the
accuracy that is achieved during the visual search~e.g.,
Palmer, 1996!. Generally, as the similarity of the target and
masker set is increased, the longer the search times obtained
or the poorer the accuracy in time-limited search. Other ex-
amples taken from the auditory literature are those of the
identification of concurrently spoken vowels and of speech
recognition in the case of multiple simultaneous talkers. For
concurrent vowels, differences in the fundamental frequen-
cies of the talkers or frequency modulating one voice while
holding the other constant can significantly improve discrim-
inability ~e.g., Culling and Summerfield, 1995; de Chev-
eigne, 1997!. Although, as mentioned in the Introduction, it
is difficult to determine informational masking for two or
more simultaneous talkers, there have been two recent stud-
ies of speech-masking speech that have specifically exam-
ined the issue. Freymanet al. ~1999! measured the recogni-
tion of a speech signal in the presence of a speech masker
from the same two loudspeakers in a free field, both leading
in time to the front. When the masking speech sound lead to
the right and the signal lead to the front, speech recognition
improved relative to the former case. The interpretation of
this improvement was that the identical, but right-leading
masker pulled the masker image away from the speech signal
image, perceptually segregating it from the masker and de-
creasing informational masking. When the signal and masker
talkers were the same sex—thus presumably more similar in
certaining occurred than when the two talkers were different
sexes. Brungart’s~2001! work suggests an even stronger ef-
fect of similarity in informational masking of speech by
speech. His experiments used the coordinate response mea-
sure speech-recognition test~Bolia et al., 2000! in which the

target speech signal is identified by a call sign~e.g., in the
phrase ‘‘Ready Baron go to green three now’’ the word
‘‘Baron’’ is the call sign, indicating that is the target talker! in
a phrase and performance is measured for recognition of sub-
sequent test words in the target utterance. As in the current
study, he found evidence for two types of masking: energetic
masking when the masker was noise and informational
masking when the masker was another talker. Evidence for
informational masking was found in the form of nonmono-
tonicities of the performance-level functions. The nonmono-
tonicities, in which performance actually improved as signal-
to-noise ratio decreased, were apparently due to perceptual
segregation of the signal from the masker by differences in
level, reducing the informational component of masking. The
error patterns were also nonrandom such that the responses
tended to be from the masker sentence more frequently than
could be accounted for by chance. The informational com-
ponent also increased as the similarity between the talkers
increased. The least amount of masking due to a competing
talker occurred when the two talkers were different sexes,
more masking was produced when the talkers were the same
sex, and the greatest amount of masking occurred when the
target and interfering sounds were produced by the same
talker.

It is interesting to note that, in the present study, causing
the elements to vary in frequency within each band in an
orderly way ~FMOD! did not significantly increase the
amount of masking over random variation in frequency
within the narrow masker bands~MBDN!.5 Although the
similarity metric described above did not reveal any differ-
ences between the two maskers, we initially felt that FMOD
might produce more masking because orderly variation in
frequency within a narrow band might sound more plausible
as a ‘‘pattern’’ possibly drawing attention away from the sig-
nal or leading to confusions. It is possible that the lack of a
significant difference between the MBDN and FMOD
maskers was because the MBDN masker caused more infor-
mational masking than anticipated. This could occur if the
randomly varying frequencies within a narrow band some-
times approximated an actual pattern. Although it would be
extremely rare for an MBDN masker stream to actually form
one of the signal patterns, it could occasionally form part of
a pattern or approximate an actual pattern sufficiently to
cause confusions. If we assume that there is some internal
noise in the coding of the frequencies of the narrow-band
tone sequences~e.g., Kidd et al., 1995b!, then inexact
matches to ‘‘templates’’ of the patterns stored in memory
could lead to misidentifications.

While similarity between the maskers, or portions of the
maskers, and the signal set may in fact be the determining
factor in the magnitude of the informational masking found
here, there are other plausible explanations that do not de-
pend on similarity. It is possible that the three informational
masking conditions put different demands on the ‘‘process-
ing capacity’’ of the listener. The extremely shallow slopes of
the performance-level functions found for the informational
maskers—much shallower than those for the Gaussian noise,
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for example—imply that considerable attentional resources
were being devoted toward solving the task~e.g., Norman
and Bobrow, 1975!. If we assume that the listener can hear
individual parts of the MBDN and FMOD maskers as sepa-
rate perceptual streams, then it is reasonable to assume that
these streams would demand more processing than if no
streams were formed and the masker frequencies varied ran-
domly, as with MBD, rarely lining up in frequency over
time. Thus, the better performance in the MBD masker could
be due to the listener having fewer streams to evaluate than
in the MBDN and FMOD maskers.

A somewhat related argument that does not depend on
similarity or on the listener perceiving multiple co-occurring
streams in the maskers is based on the idea that the listener
might improve performance by focusing an ‘‘attentional fil-
ter’’ on the correct frequency region during the burst se-
quence. Consider the set of eight masker tones and one sig-
nal tone comprising the initial burst of the burst sequence for
any of the informational maskers. Because each of the nine
tones could be the first element of any of the six patterns, the
listener initially is faced with 54 equally plausible hypoth-
eses. For the MBD masker, many of these hypotheses may
rapidly be discarded because the frequencies in subsequent
bursts are not sufficiently close to that in the first burst to
plausibly be one of the signals. This might allow the shifting
or focusing of attention on the correct frequency region.
There is considerable evidence that attentional filtering in the
frequency domain can improve performance in tasks where
the signal frequency is uncertain. Several studies using the
‘‘probe-signal’’ method~Greenberg and Larkin, 1968! have
demonstrated significant improvements in performance in at-
tended frequency regions relative to unattended frequency
regions~e.g., MacMillan and Schwartz, 1975; Scharfet al.,
1987; Hafter et al., 1993! and similar results have been
found in the temporal~Dai and Wright, 1995! and spatial
~Arbogast and Kidd, 2000! dimensions.

It should be pointed out that there is always the possi-
bility of some energetic masking influencing the results of
informational masking experiments. Even with the relatively
wide protected region surrounding the signal, some excita-
tion from the more proximal maskers~recall that the masker
tones were chosen randomly from a uniform distribution
ranging from 50–70 dB SPL! would occasionally spread into
the frequency region surrounding the signal. However, in this
case, because of the rules used to draw the masker frequen-
cies and levels and the constant width of the protected re-
gion, the expected amount of energetic masking produced by
the MBD, MBDN, and FMOD maskers is about the same
~that is, the nearest masker frequencies and the expected dis-
tributions of levels are the same for the three maskers!. Also,
the signals were presented at a level well above masked de-
tection threshold, which lies near the chance point~i.e., about
17% correct; cf. Kiddet al., 1995a! on the performance-level
functions. The fact that the three informational masker slopes
are significantly shallower than QUIET means that the
amount of masking~level difference at each percent-correct
point between masked and QUIET psychometric functions!
varies markedly with S/M. At low S/M there is less masking,
while at high S/M there is more masking. Thus, as the sig-

nals became more audible, the amount of interference caused
by the maskers, relative to quiet, increased. In some cases
here the chance points were difficult to determine from the
logistic fits because the slopes were so shallow and, if ex-
trapolated to lower signal levels than those tested, would
unreasonably predict performance better than that obtained
in quiet. However, even without a more precise estimate of
threshold it is clear that the differences in performance be-
tween the three informational maskers cannot be due to dif-
ferences in the small amounts of energetic masking that may
have been present.

V. SUMMARY

~1! All masked conditions produced significant masking as
evidenced by shifts in the identification-level functions
to higher levels relative to those obtained in quiet.

~2! The MBDN and FMOD informational maskers, which
were comprised of sets of narrow-band tone sequences,
produced significantly more masking than did the MBD
informational masker in which masker frequencies var-
ied randomly throughout the burst sequence.

~3! The slopes of the identification-level functions were
much shallower for the three informational maskers than
for the energetic masker or for no masker. Further, the
slopes tended to decrease with increasing frequency for
the informational maskers and increase with increasing
frequency for the energetic masker.

~4! A simple ‘‘template-matching’’ measure of similarity
was sufficient to capture the qualitative trends found in
the data: MBD was much less similar to the signal set
than MBDN and FMOD, which were about the same.

These results provide qualified support for the proposition
that the amount of informational masking observed in a non-
speech pattern identification task can be made greater by
increasing the similarity between the masker and the signal
set. However, that conclusion must be tempered by the fact
that similarity here was manipulated arbitrarily and the as-
sumption that similarity is the relevant dimension causing
the informational masking is just that—an assumption. Fur-
ther, alternative explanations, such as that invoking limita-
tions in the capacity to process multiple co-occurring percep-
tual streams, can just as plausibly account for the results.
Future study to examine these issues is necessary before it is
possible to decide among these alternative explanations. It
seems clear, though, that the important characteristic of the
more effective informational maskers in interfering with the
identification of narrow-band nonspeech patterns was that
the sequential elements of the maskers were confined to nar-
row frequency ranges, just as was the case for the set of
signal patterns.
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1The term ‘‘central masking’’ has also been used in the clinical audiology
literature to describe the elevation in threshold that occurs in signal detec-
tion in the test ear by the presence of a contralateral masking noise used to
prevent cross-ear hearing~e.g., Goldstein and Newman, 1985!.

2The logistic fits were computed using the FMINS routine of theMATLAB

software package~Mathworks Inc., Natick, MA, 2000!.
3The proportion of variance~PV! accounted for by the fits was computed
using the equation: PV512@( i 51

n (Xi2X̂i)
2/( i 51

n (Xi2X̄)2#, whereXi is
the observed proportion correct value corresponding to leveli, X̂i indicates
the predicted value ofXi , X̄ is the mean of theXi ’s, andn is the number of
levels tested.

4Other measures of similarity could be employed. For example, subjects
could listen to pairs of maskers and rate them according to their perceived
degree of similarity. However, the computational template-matching ap-
proach used here was based on the assumption that the interference in
pattern identification caused by the informational maskers would be related
to how closely they approximated the actual signal patterns leading to
misidentifications.

5MBDN and FMOD maskers were clearly different; i.e., an experienced
listener could indicate whether masker samples were MBDN or were
FMOD at close to 100% accuracy. This was true regardless of whether the
entire masker was played or only single narrow-band sequences from the
maskers were played. The frequency variation in FMOD had a character-
istic sound that was obviously different than the narrow-band but random
MBDN masker.
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This paper reports two experiments concerning the stimulus specificity of pitch discrimination
learning. In experiment 1, listeners were initially trained, during ten sessions~about 11 000 trials!,
to discriminate a monaural pure tone of 3000 Hz from ipsilateral pure tones with slightly different
frequencies. The resulting perceptual learning~improvement in discrimination thresholds! appeared
to be frequency-specific since, in subsequent sessions, new learning was observed when the
3000-Hz standard tone was replaced by a standard tone of 1200 Hz, or 6500 Hz. By contrast, a
subsequent presentation of the initial tones to the contralateral ear showed that the initial learning
was not, or was only weakly, ear-specific. In experiment 2, training in pitch discrimination was
initially provided using complex tones that consisted of harmonics 3–7 of a missing fundamental
~near 100 Hz for some listeners, 500 Hz for others!. Subsequently, the standard complex was
replaced by a standard pure tone with a frequency which could be either equal to the standard
complex’s missing fundamental or remote from it. In the former case, the two standard stimuli were
matched in pitch. However, this perceptual relationship did not appear to favor the transfer of
learning. Therefore, the results indicated that pitch discrimination learning is, at least to some extent,
timbre-specific, and cannot be viewed as a reduction of an internal noise which would affect directly
the output of a neural device extracting pitch from both pure tones and complex tones including
low-rank harmonics. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1445791#

PACS numbers: 43.66.Fe, 43.66.Hg@MRL#

I. INTRODUCTION

When repeated measurements of some perceptual dis-
crimination threshold are made in an initially naive subject,
it is generally found that the subject’s performance gets bet-
ter and better before stabilizing: the measured thresholds de-
crease, at first rapidly and then more and more slowly. Of
course, if the subject had never participated previously in
any psychophysical experiment, it is not so surprising to find
that his or her performance is not immediately optimal: the
response demands of the task must be learned and some at-
tentional adaptation to the experimental situation is needed;
in other words, an initial period of ‘‘procedural learning’’
~Robinson and Summerfield, 1996! is necessary. In many
cases, however, performance is still suboptimal after thou-
sands of trials, even though the response demands of the task
are very simple~see, e.g., Leek and Watson, 1984; Wright
et al., 1997; Cansino and Williamson, 1997!. Thus, in addi-
tion to a presumably rapid process of procedural learning, a
more extended process of genuinely perceptual learning~or
‘‘stimulus learning,’’ in the terminology proposed by Robin-
son and Summerfield, 1996! certainly takes place. Indeed, it
has often been reported—especially with regard to vision—
that subjects trained for a long time to discriminate a given
standard stimulus from neighboring stimuli did not transfer
their learning to the discrimination of other stimuli, even
though only the stimuli were changed, not the procedural

aspects of the task. This reveals that a large part of the learn-
ing process was specific to the standard stimulus employed
during the training period.

How can one interpret the fact that perceptual learning
concerning stimulus A does not generalize to stimulus B? For
two stimuli A and B which activate separate groups of neu-
rons in some sensory map, one possible hypothesis is that
training focused on A selectively modifies the response char-
acteristics of those neurons that respond to A, and/or in-
creases the number of neurons that respond to A but not B.
Learning would thus be due to local modifications in a sen-
sory map. This hypothesis has been supported by Recanzone
et al. ~1993!. They trained monkeys in a pitch discrimination
task, using pure-tone stimuli, and examined the neural corre-
lates of the animals’ perceptual learning at the primary audi-
tory cortex level. They found that training focused on a nar-
row frequency region resulted in an expansion of the cortical
area representing that frequency region. Other examples of
learning-induced local changes in auditory maps are given
by Weinberger~1995! and Edeline~1999!.

However, some specific discrimination learning effects
seem to call for a different interpretation. Instead of local
changes in sensory maps, they seem to reflect specificities of
perceptualmechanisms. In the domain of pitch, effects of
this kind were reported by Demany~1985! and Grimault
et al. ~in press!. We shall describe these two studies in some
detail since the research reported in the present paper is
closely related to them.

The aim of Demany~1985! was to determine to what
extent, for human listeners, frequency discrimination learn-
ing is frequency-specific. In his experiment, frequency dis-
crimination thresholds for a standard pure tone of 200 Hz

a!This work has been presented at the 140th meeting of the Acoustical So-
ciety of America, Newport Beach, 2000.

b!Electronic mail: Laurent.Demany@psyac.u-bordeaux2.fr
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were measured in a ‘‘pretest’’ and a ‘‘post-test,’’ using an
adaptive forced-choice procedure. The pretest and the post-
test, consisting each of 50 trials, were separated by a training
phase in which 10 blocks of 70 trials were run. During the
training phase, frequency discrimination thresholds were
again measured, with an adaptive procedure, but the fre-
quency of the standard pure tone varied across subjects. In
four groups of subjects, this frequency was respectively 200,
360, 2500, and 6000 Hz. It appeared that the effect of train-
ing on the threshold measured in the post-test~standard fre-
quency: 200 Hz! was very similar for the groups trained at
200, 360, and 2500 Hz: For these three groups, the improve-
ment observed from pretest to post-test was roughly the
same. However, the improvement was markedly smaller for
the group trained at 6000 Hz.

Therefore, this experiment suggested that, in humans,
frequency discrimination learning is notstrongly frequency-
specific. How can one explain that, nonetheless, the benefit
of training abruptly decreased when the standard frequency
used in the training phase varied from 2500 to 6000 Hz?
Several other psychophysical studies~not concerned with
perceptual learning! have indicated that the pitch of pure
tones changes in quality, rather abruptly, in the vicinity of
5000 Hz~see especially Attneave and Olson, 1971 and Se-
mal and Demany, 1990!: Above 5000 Hz, pitch becomes
‘‘amusical’’ and hiss-like. Perhaps not coincidentally, there
are convincing reasons to believe that, in the periphery of the
human auditory system, tone frequencies that lie respectively
below and above 5000 Hz are coded differently: up to 5000
Hz, a temporal coding of frequency is likely to be available
~cf., e.g., Roseet al., 1967! and effective~Moore, 1973;
Moore and Glasberg, 1989!; beyond 5000 Hz, by contrast, it
seems that frequency can only be coded by means of tono-
topic cues. Demany~1985! pointed out that his results might
reflect this duality of frequency coding mechanisms. He hy-
pothesized that the groups trained at 360 and 2500 Hz com-
pletely transferred their perceptual learning to 200 Hz be-
cause these three frequencies are coded in the same
manner—by means of temporal cues—in the auditory pe-
riphery. For the group trained at 6000 Hz, the explanation of
the weaker transfer would be that subjects learned to use
purely tonotopic cues, i.e., cues which are not the most effi-
cient ones at 200 Hz.

This was an appealing idea, but an alternative hypothesis
must also be considered: It could be that the perceptual
learning that took place at 6000 Hz was not transferred to
200 Hz simply because the interval formed by these two
frequencies exceeded some limit, corresponding for instance
to a critical distance within a tonotopically organized neural
map. Actually, thecompletetransfer of learning that occurred
from 2500 Hz to 200 Hz is somewhat puzzling since these
two frequencies were already separated by more than 3.5
octaves. It may be relevant to note, in this regard, that De-
many’s subjects were not trained very extensively: as men-
tioned above, only 700 trials were performed during the
training phase of the experiment. In the domain of vision,
there is some evidence that the selectivity of perceptual
learning on a given condition increases with the amount of
learning ~Karni and Sagi, 1993; Ahissar and Hochstein,

1997!. A similar phenomenon perhaps takes place in the case
of pitch. Indeed, in a recent study on the frequency specific-
ity of frequency discrimination learning, using a training pro-
gram which was markedly more extensive than Demany’s,
Irvine et al. ~2000! found that perceptual learning achieved
at 5000 Hz did not completely transfer to 8000 Hz, and vice
versa; these two frequencies are only 0.7 octave apart.
Analogous results were reported by Wright~1998! for two
frequencies that were 2 octaves apart~1000 and 4000 Hz!.

One goal of the first experiment to be reported here was
to clarify Demany’s~1985! results and to try to confirm that
the frequency specificity of frequency discrimination learn-
ing can reveal the existence of two frequency coding mecha-
nisms, respectively operative below and above 5000 Hz. To
this end, we used a methodology which differed in several
respects from that of Demany. Importantly, the subjects’
training was much longer in the new experiment. Our new
experiment was also intended to answer the following ques-
tion: when training in a given frequency discrimination task
is given monaurally, is the corresponding perceptual learning
specific to the trained ear or does it generalize to the other
ear? To our knowledge, this question had never been asked
before.

In the second experiment to be reported here, subjects
learned to discriminate from each other periodic sounds
which were no longer pure tones but complex tones, with a
spectrum consisting of consecutive harmonics of a missing
fundamental. It is well-known that a complex tone typically
evokes a single and very precise pitch sensation which is
equivalent to that evoked by a pure tone at the fundamental
frequency (F0), even if there is no energy at this frequency
in the spectrum of the complex. The corresponding pitch,
that we shall call ‘‘low pitch’’ following Plomp~1976!, is
subjectively more salient than the pitch of any particular har-
monic as long as the spectrum consists of more than two
consecutive~and roughly isointense! harmonics~Moore and
Glasberg, 1990; Laguittonet al., 1998!. This phenomenon
has fascinated many psychoacousticians since the middle of
the 19th century, but there is still no consensual explanation
of it ~see Houtsma, 1995, for a recent review!. An important
question is: Does the mechanism of low-pitch extraction de-
pend on the resolvability of the harmonics in the auditory
periphery? In other words, is the low pitch of a complex
consisting of resolved pure tones extracted in the same man-
ner as the low pitch of a set of unresolved pure tones? Gri-
mault et al. ~in press! tackled this question with a discrimi-
nation learning paradigm. They reasoned that if there were
two distinct mechanisms of low-pitch extraction—one for
resolved spectral components and the other for unresolved
components—then subjects who have learned to make low-
pitch discriminations for complexes of a given type~resolved
or unresolved! might transfer this learning to other com-
plexes of the same type, but not to complexes of the other
type. By contrast, a unitary model of low-pitch extraction
predicted that such selectivity of learning should not be ob-
served. Grimaultet al. did observe selective learning phe-
nomena which were consistent with the ‘‘dual’’ model. Their
study thus provides a strong argument against any unitary
model of low-pitch extraction.
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The most elaborate unitary model of low-pitch extrac-
tion is the model that was developed by Meddis and his
co-workers~Meddis and Hewitt, 1991a, 1991b; Meddis and
O’Mard, 1997!. Its basic idea~inspired by Licklider, 1951! is
that the central auditory system extracts low pitch by first
computing the autocorrelation function of the neural spike
train elicited at the output of each peripheral auditory filter;
and then summing these autocorrelation functions across fil-
ters. The delay for which the resulting sum is maximal would
provide an estimation of the stimulus periodicity and would
thus correspond to the low pitch perceived. This model is
elegant and powerful. It can account for numerous psycho-
physical phenomena concerning pitch in general~especially
in the frequency range for which spike trains in the auditory
nerve convey precise temporal information, that is below
about 5000 Hz!. However, the model seems unable to ac-
count for the results of Grimaultet al. that we just men-
tioned. In addition, Carlyon and Shackleton~1994! and Car-
lyon ~1998! have raised other objections against the idea that
low pitch would be extracted in the same manner for com-
plex tones made up of resolved and unresolved harmonics.
Moreover, a study by Kaernbach and Demany~1998! sug-
gests that,for unresolved harmonics, the mechanism of low-
pitch extraction is not akin to an autocorrelation algorithm
~because the auditory system appears to be sensitive only to
first-order temporal regularities in an amplitude envelope!.
One way to solve these problems is to suppose that the au-
ditory system does use an autocorrelation mechanism to ex-
tract low pitch, but only for sets of harmonics that are re-
solved in the auditory periphery. Note that it would then be
natural to assume that, below 5000 Hz, the pitch of a single
pure tone is extracted exactly like the low pitch of a resolved
complex, i.e., by an autocorrelation mechanism. According
to this scheme, therefore, although pitch discrimination
learning focused on resolved complexes should not be
largely transferred to unresolved complexes~in agreement
with the results of Grimaultet al., in press!, the same learn-
ing could be largely transferred to pure tones.

In the second experiment reported here, we wished to
determine whether such a transfer does indeed occur. Each
subject was initially trained to detect small differences in
period between resolvable complex tones, using a fixed stan-
dard complex, and the transfer of this learning to pure tones
was assessed as a function of the relation between the stan-
dard complex and the standard pure tone. In one condition,
these two standard stimuli had identical periods and were
thus matched in pitch; a large transfer of learning could then
be expected, although the two standard stimuli had no com-
mon spectral component and, of course, had quite different
timbres. In another condition, by contrast, the standard pure
tone had a pitch which differed from the low pitch of the
standard complex, but the frequency of this pure tone was
equal to that of one spectral component of the complex~so
that some transfer could also be expected here, under certain
assumptions!. In a third condition, finally, the two standard
stimuli were unrelated to each other. The results obtained in
these three conditions will be discussed in light of two theo-
ries of low-pitch extraction: the autocorrelation model men-

tioned above and the theory provided by Terhardt~1974,
1979!.

Although our two experiments were intended to answer
distinct questions, they were closely related from the meth-
odological point of view. In particular, the subjects’ tasks
were formally the same~only the stimuli differed!, and the
initial training sessions were organized similarly. This al-
lowed us to compare the time courses of discrimination
learning for two kinds of stimuli: pure tones and resolved
complex tones. Grimaultet al. ~in press! suggested that
learning to perceive differences in low pitch~up to an as-
ymptotical level of performance! takes less time for unre-
solved complexes than for resolved complexes. In our case,
it was interesting to determine whether learning would be
more rapid for pure tones than for resolved complexes.

II. EXPERIMENT 1

A. Overview

In this experiment, subjects learned to discriminate a
monaural pure tone of 3000 Hz from ipsilateral pure tones
with slightly different frequencies. We then assessed the
transfer of this perceptual learning to the frequency discrimi-
nation of:~1! ipsilateral pure tones near 1200 Hz;~2! ipsilat-
eral pure tones near 6500 Hz;~3! contralateral pure tones
near 3000 Hz. Note that 1200 Hz and 6500 Hz are approxi-
mately equidistant from 3000 Hz on a logarithmic frequency
scale, as well as on the ‘‘ERB’’ scale derived by Glasberg
and Moore~1990! from measurements of the auditory filters’
bandwidths.1 On this basis, it could be expected that the
amount of learning transfer would be similar in the first two
conditions. On the other hand, while two frequencies such as
1200 and 3000 Hz lie within the domain of ‘‘musical’’ pitch
and are likely to be coded in the same manner~i.e., by tem-
poral cues! in the periphery of the human auditory system, it
is reasonable to believe that a 6500-Hz frequency, lying out-
side the domain of musical pitch, is coded differently~only
by means of spatial, tonotopic cues!. From this point of view,
and given Demany’s~1985! study described in the previous
section, it could be expected that the amount of learning
transfer would be larger in the first condition than in the
second one. The third condition was used in order to test the
hypothesis that frequency discrimination learning is at least
partly reflected by changes in neural responses to sound at a
peripheral level of the auditory system~i.e., at a level where
there is still no binaural convergence!. If this hypothesis
were true, we ought to find that a monaural discrimination
learning does not completely transfer to the contralateral ear.
If the hypothesis were wrong, a complete transfer might be
observed.

B. Method

1. Measurement of thresholds

On each trial, the subject was presented with three suc-
cessive pure tones, separated by 250-ms pauses. Each tone
had a total duration of 250 ms and was gated on and off with
10-ms cosinusoidal amplitude ramps. The first tone was de-
fined as the standard. One of the two subsequent tones, se-
lected at random, was a repetition of the standard. The re-
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maining tone, defined as the target, differed from the
standard by a positive frequency shift. The subject’s task was
to identify the position of the target by pressing one of two
buttons~respectively, labeled ‘‘2’’ and ‘‘3’’!, on a response
box. Visual feedback was provided immediately: following
each correct response, an LED located in front of the appro-
priate button was switched on for 300 ms; no LED was
switched on if the response was wrong. Any response initi-
ated the next trial after a delay of 500 ms.

Frequency discrimination thresholds were measured
with an adaptive procedure~Kaernbach, 1991!, in two types
of blocks of trials that we respectively called the ‘‘3000-Hz
blocks’’ and the ‘‘mixedblocks.’’ In each3000-Hzblock, the
standard tone was at 3000 Hz and 110 trials were run. The
frequency shift of the target was initially set to 50 cents
~2.93%!. During the first 10 trials, the shift~in cents! was
multiplied by 2.3 after any wrong response, and divided by
(2.3)1/3 after any correct response. During the following 100
trials, the shift was multiplied by 1.5 after any wrong re-
sponse and divided by (1.5)1/3 after any correct response.
The median of the shifts used in these 100 final trials served
as an estimation of the shift for which the probability of a
correct response was 0.75, and was taken as the subject’s
discrimination threshold.2 Each mixed block consisted of
three interleaved blocks of 110 trials for which the standard
tone was, respectively, at 1200, 3000, and 6500 Hz; the stan-
dard varied regularly—in a saw-tooth manner—from trial to
trial, and a threshold was measured for each standard sepa-
rately. In each of the three interleaved blocks, the frequency
shift of the target was manipulated according to the same
rules as in the3000-Hzblocks.

Subjects were tested in a double-walled soundproof
booth ~Gisol, Bordeaux!. The tones were monaurally pre-
sented by means of a Sennheiser HD265 earphone~the same
earphone for the two ears!, in a continuous background of
ipsilateral pink noise. The pink noise was bandpass filtered
between 500 and 11000 Hz~Stanford Research, SR640 and
SR645!. Its SPL was 46 dB. Each tone also had a nominal
SPL of 46 dB, which corresponded to a sensation level of
about 20 dB in the noise background. Given that the sensa-
tion level of each tone was determined by the masking effect
of the noise, possible local irregularities in the frequency
response of the earphone, or the subject’s ear, were unlikely
to affect this sensation level and thus to provide loudness
cues in the discrimination task: the irregularities in question
had no effect on the signal-to-noise ratio in a given fre-
quency region. The tones and the noise were generated in
real time, at a sampling rate of 25 000 Hz, via separate 16-bit
digital-to-analog converters~Oros AU22!.

2. Experimental sessions

For each subject, the experiment was carried out in 16
test sessions, preceded by one brief preliminary session.
Each test session lasted about 1 h. Consecutive sessions were
separated by at least one night~cf. Karni et al., 1994! and at
most five days.

The preliminary session began with a measurement of
the subject’s absolute detection threshold, at each ear, for
tones of 1200, 3000, and 6500 Hz. These measurements were

made using a Be´késy tracking procedure. Any potential sub-
ject for whom one of the six measured thresholds exceeded
15 dB HL was dismissed at this point. For those who met the
audiometric criterion, explanations were then given about the
procedure used to measure frequency discrimination thresh-
olds. Finally, in order to familiarize the subject with the re-
sponse box and to check that the task was understood, 20
dummy trials were run with visual stimuli~strings of letters
briefly presented on a monitor screen! instead of sounds.

In the first ten test sessions~sessions 1–10!, frequency
discrimination thresholds were measured for a fixed ear: the
left ear for half of the subjects and the right ear for the other
half. Session 1 began with onemixed block and then in-
cluded ten3000-Hzblocks. In sessions 2–10, only3000-Hz
blocks were run: ten blocks each time. At the end of session
10, therefore, 11 110 trials had been run with a standard tone
fixed in frequency~3000 Hz! and laterality; only 220 trials
had been run with different standard tones~in the mixed
block of session 1!.

In sessions 11–16, by contrast, half of the blocks were
mixedblocks, during which the stimuli were presented to the
same ear as in sessions 1–10. The other half consisted of
3000-Hzblocks in which all stimuli were presented to the
contralateral ear. Each of these six sessions included three
mixed blocks and three3000-Hz blocks, presented alter-
nately. The first block of each session was amixedblock for
half of the subjects, and a3000-Hzblock for the other half.

3. Subjects

The data reported below were obtained from eight stu-
dents, paid for their services. None of them had previously
taken part in a psychophysical experiment. Two additional
students were dismissed at the end of session 1 because, for
both of them, the mean threshold measured in the3000-Hz
blocks of this session was so low~less than 5 cents! that we
did not expect to find a significant improvement in the sub-
sequent sessions.

C. Results and discussion

1. Learning during sessions 1 –10

Figure 1~panel a! shows how the thresholds measured in
the 3000-Hzblocks of sessions 1–10 varied from session to
session. For a given session and subject, the computed sta-
tistic was thegeometricmean of the ten measured thresh-
olds. The eight thin curves display the individual results and
the thick curve displays their geometric means. From session
1 to session 10, thresholds improved by a mean factor of 2.4.
However, it can be seen that this improvement took place
almost entirely in the first four or five sessions: the geometric
means obtained in sessions 5–10 differed by at most 12%
from each other. The mean obtained in session 10 was 5.8
cents; this is quite close to 6.2 cents, the threshold predicted
by Wier et al.’s ~1977! formulas describing frequency dis-
crimination performance as a function of frequency and sen-
sation level for ‘‘expert’’ listeners. The general equation pro-
posed by Nelsonet al. ~1983! predicted a higher threshold:
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10.8 cents. So, it seems that sessions 1–10 were sufficient to
provide maximum perceptual learning for the discrimination
of monaural pure tones near 3000 Hz.

2. Frequency specificity

Our experimental procedure allowed us to assess in two
ways the transference of the learning analyzed above to ip-

silateral pure tones near 1200 and 6500 Hz. First, it was
interesting to compare the thresholds measured in themixed
block run at the start of session 1 to those measured in the
next mixed block, i.e., the firstmixed block of session 11.
The corresponding data are plotted in Fig. 2. A repeated-
measures analysis of variance~ANOVA ! performed on the
logarithms of thresholds revealed highly significant effects of
the ‘‘session’’ factor @F(1,7)556.1, P,0.001# and the
‘‘standard frequency’’ factor@F(2,14)533.5, P,0.001#,
but no significant interaction between these two factors
@F(2,14),1#. Thus, the improvement obtained at 3000 Hz
was not significantly larger than those obtained at 1200 and
6500 Hz, as if the learning that occurred during the 100
3000-Hzblocks of sessions 1–10 had no frequency specific-
ity. However, given that themixedblock of session 1 was run
at the very start of this session and that subjects had never
taken part previously in any psychophysical experiment, it is
reasonable to think that most of the improvement observed in
the nextmixedblock reflects procedural rather than percep-
tual learning~cf. our Introduction!.

Indeed, the learning that took place in sessions 1–10
appears to be strongly frequency-specific when its transfer is
assessed only from the data obtained in sessions 11–16. The
three solid curves in panel~a! of Fig. 3 show how the thresh-
olds measured in themixedblocks of these six sessions var-
ied from session to session. Since we were mainly interested
in the effect of standard frequency on thresholds’ time
course, the~geometric! means of the thresholds obtained at a
given frequency in each session were divided by the mean
obtained in session 11 for the same frequency, and Fig. 3~a!
displays the resulting ratios. It is clear that the mean thresh-
olds decreased markedly more at 1200 Hz~downward tri-
angles! and 6500 Hz~upward triangles! than at 3000 Hz
~circles!.3 Therefore, the transfer of the training received in
the ten previous sessions appeared to be larger when the
standard frequency was the same~3000 Hz! than when it was
different. In order to evaluate the frequency effect more pre-
cisely, we computed for each subject the slope of the regres-
sion line summarizing the time course of the logarithms of
thresholds, at each frequency. These slopes were then sub-

FIG. 1. Frequency discrimination thresholds measured in sessions 1–10 of
experiment 1~panel a! and experiment 2~panel b for group G100, panel c
for group G500!. Thresholds are expressed in cents on the left-hand ordinate
axis and as relative frequency differences—in %—on the right-hand ordi-
nate axis. For the present data, these two units are approximately equivalent
~cf. footnote 2!. The left-hand scale is logarithmic and therefore the right-
hand scale is almost so. Thin curves display the individual results and thick
curves display their geometric means. In panel~a!, the cross and the circle
plotted for session 11 represent the mean thresholds obtained for 3000-Hz
standard tones presented, respectively, in the contralateral3000-Hzblocks
and the ipsilateralmixedblocks.

FIG. 2. Thresholds obtained in experiment 1 for themixedblock of session
1 and the firstmixedblock of session 11. As in Fig. 1, thresholds are ex-
pressed both in cents~on a log scale, left-hand ordinate! and as relative
frequency differences, in %~right-hand ordinate!.
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mitted to a repeated-measures ANOVA. The overall effect of
frequency was significant@F(2,14)55.69, P50.016#. A
planned comparison revealed that the slopes were signifi-
cantly shallower at 3000 Hz than at the other two frequencies
@ t(14)53.16, P50.003, one-tailed test#. The complemen-
tary planned comparison indicated that, contrary to our hy-
pothesis, the slopes were not significantly steeper at 6500 Hz
than at 1200 Hz@ t(14)51.18, P50.13, one-tailed test#. The
mean slopes~expressed as percentages of threshold decrease
across consecutive sessions! are displayed in panel~b! of
Fig. 3 ~open symbols, conditions ‘‘1200-ipsi,’’ ‘‘3000-ipsi,’’
and ‘‘6500-ipsi’’!. It is worthy to note that whereas the mean
slopes measured at 1200 and 6500 Hz were significantly dif-
ferent from 0 @ t(7)>4.03, P<0.002, one-tailed tests#, this
was not the case for the mean slope measured at 3000 Hz
@ t(7)51.72, P50.065#.

One must conclude from this analysis of the slopes that
its outcome conflicts with a suggestion offered by Demany

~1985! with regard to the frequency specificity of frequency
discrimination learning. He suggested that:~1! the across-
frequency transfer of learning is complete, even over inter-
vals as large as 3.6 octaves, when the tested frequencies re-
main in the ‘‘musical’’ range;~2! the transfer is markedly
weaker across the upper boundary of this frequency range,
corresponding to approximately 5000 Hz. Point~1! is con-
tradicted by our finding of an incomplete—and indeed
weak—transfer from 3000 to 1200 Hz: both of these fre-
quencies clearly fall within the musical range~see, e.g., Se-
mal and Demany, 1990! and they are separated by only 1.3
octave. On the other hand, our data are not inconsistent with
the hypothesis that 5000 Hz represents a kind of barrier for
the transfer of perceptual learning, although we failed to con-
firm that something special occurs in the vicinity of this fre-
quency.

In order to understand why we contradicted Demany’s
point ~1!, it is relevant to recall that Demany compared
thresholds measured in an initial pretest to thresholds mea-
sured in a later post-test. Given that the initial pretest was
quite short~50 trials!, a significant part of the improvement
that he observed was probably due to a process of procedural
learning, without any stimulus specificity, rather than to per-
ceptual learningper se~as pointed out by Irvineet al., 2000!.
We performed a similar comparison in the present experi-
ment and, as mentioned above, its outcome provided no evi-
dence for a frequency specificity of frequency discrimination
learning. However, this cannot be the whole story since De-
many did obtain evidence for a specificity of that kind. So, in
order to account for the apparent discrepancy between the
two studies, one must probably take into account the fact that
Demany’s subjects were not trained very extensively follow-
ing the pretest, even though this training certainly resulted in
genuine perceptual learning. More precisely, our suggestion
is that, in a frequency discrimination task using a constant
standard stimulus, the selectivity ofperceptuallearning ~as
opposed to procedural learning! increases with the amount of
practice and learning. Analogous ideas have been expressed
with regard to perceptual learning in vision~Karni and Sagi,
1993; Ahissar and Hochstein, 1997!.

3. Ear specificity

In panel~a! of Fig. 3, the dotted curve with filled squares
shows the time course over sessions 11–16 of the mean
thresholds measured during the3000-Hzblocks, which were
run contralaterally to those of sessions 1–10. The mean of
the slopes of the individual regression functions is plotted in
panel~b! ~closed square, condition ‘‘3000-contra’’!, as well
as its standard error. It is legitimate to compare this mean
slope to the other mean slopes displayed in panel~b! since
the number of trials~and threshold measurements! per ses-
sion was the same in each case. If the learning that took
place in sessions 1–10 had no ear specificity at all, we
should have found that the mean slope obtained in condition
3000-contra was~1! not significantly larger than that ob-
tained in condition 3000-ipsi, and~2! not significantly larger
than 0. The first prediction was verified—indeed, it was in
condition 3000-contra that the mean slope was smallest—but
the second prediction was disproved@ t(7)53.62,

FIG. 3. ~a! Time course of the thresholds measured in sessions 11–16 of
experiment 1; for each session and each of the four conditions, the geomet-
ric mean of the thresholds measured in a given session was divided by the
geometric mean of the thresholds measured in session 11; the ordinate scale
is logarithmic; in session 16, the geometric means obtained in conditions
1200-ipsi, 3000-ipsi, 6500-ipsi, and 3000-contra were, respectively: 5.8, 5.8,
19.9, and 5.9 cents.~b! Means of the slopes of the regression functions
summarizing thresholds’ time course~on a log scale! for each standard tone
and each subject; vertical bars represent standard errors.
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P50.004, one-tailed test#. This pattern of results is some-
what paradoxical since, as mentioned in the previous section,
the mean slope obtained in condition 3000-ipsi was not sig-
nificantly larger than 0. The explanation is of course that the
variance of the slopes was smaller in condition 3000-contra
than in condition 3000-ipsi.

These results are therefore ambiguous. Another way to
determine if learning was ear-specific is to compare the mean
threshold obtained in the3000-Hzblocks of session 11 to the
means obtained in the previous sessions. In Fig. 1~panel a!,
the mean obtained in session 11 is plotted as a cross. Notice
that this mean was higher than those obtained in each of the
eight previous sessions. Such a rise can be taken as evidence
for an ear specificity of learning. On the other hand, Fig. 1
also shows that the thresholds measured at 3000 Hz during
session 11 were not significantly larger in the3000-Hz
blocks ~condition 3000-contra! than in the mixed blocks
@condition 3000-ipsi; the corresponding mean threshold is
plotted as a circle~surrounding the cross!#. The reason why
thresholds were somewhat elevated in themixed blocks is
probably that in these blocks the standard tone changed from
trial to trial instead of being fixed. Nonetheless, the evidence
for an ear specificity of learning is again ambiguous.

Overall, we can conclude that the ear specificity of
learning was at most weak. Fig. 3 clearly indicates that it was
weaker than thefrequencyspecificity of learning.

In the domain of vision, it has been found that some
perceptual learning phenomena are at least partly monocular:
they transfer incompletely, or even weakly, from one eye to
the other~Karni and Sagi, 1991; Fahleet al., 1995!. This is
quite striking since, for normal observers, a given image pre-
sented only to the left eye is hard to discriminate, in any
respect, from the same image presented only to the right eye.
In the domain of hearing, by contrast, a stimulus presented to
the left ear is inevitably easy to discriminate from the same
stimulus presented to the right ear, on the basis of a differ-
ence in subjective lateralization. The strong monocularity of
some visual learning phenomena has been taken as evidence
that these phenomena originate from local, experience-
dependent modifications of the neuronal connections be-
tween cells in theprimary visual vortex ~Karni and Sagi,
1991!. However, other visual learning phenomena, though
stimulus-specific, transfer completely from one eye to the
other ~e.g., Fiorentini and Berardi, 1991!. Similarly, tactile
learning can strongly transfer across hands~Sathian and Zan-
galadze, 1997; Spengleret al., 1997; Harriset al., 2001!.
The fact that, in the present experiment, the ear specificity of
frequency discrimination learning appeared to be weak, at
most, implies that this learning cannot be mainly due to neu-
ronal modifications at a peripheral level of the auditory
system—before binaural convergence, i.e., in the cochlear
nuclei or even more peripherally. We cannot completely rule
out that such peripheral modifications exist, assuming that
the ear specificity exists. However, note that even if a strong
ear specificity had been found, an additional study would be
needed to test the hypothesis of a peripheral~monaural! ori-
gin of learning: its ear specificity might instead rest upon
lateralization phenomena involving the binaural system.

III. EXPERIMENT II

A. Overview

As indicated in the Introduction, experiment 2 was con-
cerned with the transfer of pitch discrimination learning from
a complex tone to pure tones. Each subject was initially
trained to discriminate a fixed standard complex, consisting
of harmonics 3–7 of a givenF0 ( f ), from complexes with
the same spectral structure~i.e., harmonics 3–7! but slightly
higher F0s. Given that the maximum harmonic rank was
equal to 7 and that our subjects had normal hearing, the
complexes were unambiguously of the ‘‘resolved’’ type~see
Shackleton and Carlyon, 1994!. Following this training
phase—which was similar to that used in experiment 1, ex-
cept for the stimuli—subjects were required to detect fre-
quency differences between pure tones and we assessed the
transfer of the initial learning in three conditions. In condi-
tion ‘‘FUNDAM,’’ the frequency of the standard pure tone
(g) was equal tof; thus, this standard pure tone was matched
in pitch to the standard complex that was employed during
the initial training phase. In condition ‘‘SPECT,’’g was equal
to 5• f , so that the standard pure tone was identical in fre-
quency to the median spectral component of the standard
complex. In condition ‘‘NOVEL,’’ finally, g was remote—
namely, at least 1.8 octave away—from both theF0 of the
standard complex (f ) and the frequencies of its spectral com-
ponents. We found in experiment 1 that discrimination learn-
ing at a given frequency was poorly transferred to frequen-
cies less than 1.8 octave away. On this basis, it could be
predicted that the transfer of learning would be poor, or at
most incomplete, in the NOVEL condition of the present
experiment. Our main question was, therefore: will the trans-
fer be larger in the other two conditions, especially in the
FUNDAM condition?

B. Method

1. Stimuli

The standard complex used in the initial training phase
had anF0 of 100 Hz for one-half of the subjects~Group
G100!, and 500 Hz for the other half~group G500!. Thus, the
median harmonic of this standard complex had a frequency
of 500 Hz for group G100, and 2500 Hz for group G500. For
both groups, the three standard pure tones used subsequently
had the following frequencies:~1! 100 Hz ~FUNDAM con-
dition for G100, NOVEL condition for G500!; ~2! 500 Hz
~SPECT condition for G100, FUNDAM condition for G500!;
~3! 2500 Hz~NOVEL condition for G100, SPECT condition
for G500!.

The harmonics of each complex had equal amplitudes.
Their relative phases were set as suggested by Pressnitzer
and Patterson~2001! in order to minimize the amplitude of a
potential combination tone atF0. Namely, the waveform of a
complex being
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All stimuli were presented monaurally, to the subject’s
preferred ear, with the equipment already used in experiment
1. Their temporal parameters were the same as those adopted
in experiment 1, and they were again presented in a continu-
ous background of ipsilateral pink noise. The pink noise was
low-pass filtered at 4900 Hz and had an SPL of 55 dB~which
corresponded to 45 dB A!. Each standard complex was set to
an SPL giving a nominal sensation level of 20 dB in the
noise background, as determined by preliminary measure-
ments made on two listeners with normal audiograms. On
the basis of similar measurements, each standard pure tone
was set to an SPL giving a nominal sensation level of 25 dB.
Employing a noise background was advantageous for the
reason mentioned in Sec. II B 1, but also because, in the
present case, this noise served to mask a potential combina-
tion tone atf or 2• f .

2. Procedure

The procedure was basically similar to that of experi-
ment 1, but simpler. Again, 16 test sessions were run follow-
ing a brief preliminary session. This time, the preliminary
session took place on the same day as session 1 and did not
include dummy trials using visual stimuli. It was devoted to
measurements of the subject’s absolute detection threshold
for tones of 100, 500, 2500, and 4000 Hz, presented to the
relevant ear. As before, potential subjects for whom any
threshold exceeded 15 dB HL were dismissed.

In the test sessions, discrimination thresholds were mea-
sured with exactly the same method as before. Sessions 1–10
were organized identically. Each of them consisted of ten
blocks of 110 trials in which the standard stimulus was a
fixed complex~with anF0 of either 100 or 500 Hz, as stated
above!. Sessions 11–16 were also organized identically.
Each of them consisted of three blocks of 330 trials, which
were designed exactly like themixedblocks of experiment 1
except that, in the present case, the frequencies of the three
standard pure tones were, respectively, 100, 500, and 2500
Hz. In contrast to the procedure used in experiment 1, ses-
sions 1–10 did not include any block of themixedtype, and
sessions 11–16 consistedonly of such blocks.

3. Subjects

Both of the experimental groups~G100 and G500! con-
tained eight subjects, who were recruited in the same student
population as the subjects of experiment 1 and who were
paid for their services. None of them had previously taken
part in a psychophysical experiment. Whereas in experiment
1 two potential subjects had been dismissed at the end of
session 1, no such selection took place in the present case.

C. Results

1. Sessions 1 –10

The two lower panels of Fig. 1 show how thresholds
varied during sessions 1–10, for group G100~panel b! and
group G500~panel c!. From session 1 to session 10, thresh-
olds improved by a mean factor of 2.8 for G100 and 2.1 for
G500. These two factors are roughly similar to the factor of
2.4 obtained in experiment 1, for stimuli which were pure

tones rather than complex tones. However, an inspection of
Fig. 1 suggests that the curves obtained for G100 and G500
were somewhat different inshapefrom the curve obtained in
experiment 1. In our previous experiment, the thresholds’
improvement took place almost entirely in the first four of
five sessions, and the following part of the curve was essen-
tially a plateau. Here, by contrast, the initial improvement
was less abrupt and it did not seem that subjects had finished
learning after the tenth session. For each subject of the two
experiments, we computed the slope of the regression func-
tion summarizing the thresholds’ time course~on a log scale!
during~1! sessions 1–3 and~2! sessions 8–10; the difference
between these two slopes was then submitted to an ANOVA.
The overall effect of the standard stimulus~experiment 1 vs
G100 vs G500! was significant@F(2,21)54.93,P50.018].
Planned comparisons revealed a significant difference
between the two experiments@ ut(21)u52.93 P50.008#,
but no significant difference between G100 and G500
@ ut(21)u51.12, P50.28#.4

Our results thus suggest that frequency discrimination
learning is a slower process when the standard stimulus is a
resolved complex tone than when it is a single pure tone.
Admittedly, the sample of subjects used in experiment 1 was
slightly biased insofar as we rejected two potential subjects
whose thresholds were ‘‘too good’’ in session 1. However, if
their thresholds had been essentially constant throughout ses-
sions 1–10, as we guessed, the rejection of these two sub-
jects would not account for the fact that the regression func-
tions summarizing the thresholds’ time course from session 5
to session 10 were significantly flatter in experiment 1 than
in experiment 2@ ut(22)u52.13, P50.04#. Another small
bias stemmed from the presence, in experiment 1 but not
experiment 2, of onemixedblock at the beginning of session
1. However, this bias tended toreduce, rather than to in-
crease, the contrast between the learning curves: The initial
mixedblock provided an extra opportunity for learning; in its
absence, therefore, the data points corresponding to session 1
of experiment 1 would have been somewhat higher, which
would have increased the initial slope of the mean curve,
making it even more different from the mean curves obtained
in experiment 2.

2. Sessions 11 –16

Analyses of regression functions indicated that, over the
last three sessions of the initial training phase~i.e., sessions
8–10!, thresholds decreased with a mean slope of 6.5% per
session. By contrast, over the next three sessions~sessions
11–13!, the mean slope was equal to 15.7% per session. This
increase in slope was statistically significant@ t(15)52.87,
P50.003, one-tailed test#. We can conclude from it that the
transfer of perceptual learning from the complex tones to the
pure tones was, at most, incomplete.5

The dependency of learning transfer on the experimental
condition~FUNDAM, SPECT, or NOVEL! was assessed by
considering the slopes obtained throughout sessions 11–16
~as in experiment 1!. Figure 4 displays the mean values of
these slopes, and the geometric means of the thresholds
themselves, for each group and each standard frequency.
Since a large slope reflected a small transfer, and a small
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slope a large transfer, it was reasonable to predict that the
slopes would be largest in the NOVEL condition and small-
est in the FUNDAM condition. But this prediction was not
verified. For the 100-Hz standard pure tone, surprisingly, the
mean slope obtained in the FUNDAM condition~i.e., for
group G100! was larger than the mean slope obtained in the
NOVEL condition ~i.e., for group G500!. However, the dif-
ference in question was not statistically significant@ t(14)
51.45,P50.169]. Figure 4~b! shows that, for each group, it
was in the SPECT condition that the mean slope was small-
est. At 2500 Hz, however, the slopes were not significantly
different in the SPECT condition~group G500! and the
NOVEL condition ~group G100! @ t(14)51.55, P50.142].
At 500 Hz, similarly, the slopes were not significantly differ-
ent in the SPECT~group G100! and FUNDAM ~group
G500! conditions@ t(14),1#. Note that if instead of com-
paring the slopes, one compares only the thresholds obtained
in session 11,t-tests also fail to demonstrate significant dif-
ferences between the three conditions@ t(14)<2.11,
P>0.053#.

D. Discussion

In this experiment, subjects had to detect differences in
F0 between complexes made up of harmonics with identical
ranks. Since the harmonics had identical ranks, the task
could conceivably be performed by detecting frequency
changes in individual harmonics—i.e., spectral pitch
changes—rather than changes in low pitch. However, Moore
and Glasberg~1990, 1991; see also Mooreet al., 1992! pre-
sented convincing evidence that, for resolvable complexes

consisting of many harmonics~six or more!, low pitch is the
cue that subjects use in order to detect changes inF0. For the
complexes used here, which comprised five harmonics, we
felt that this was also true: to our ears, the low pitch was
much more salient than the spectral pitch of any individual
harmonic. This impression is consistent with experimental
results reported by Laguittonet al. ~1998!. In their study,
subjects were presented with various pairs of successive
complexes and had to judge, for each pair, whether pitch rose
or fell from the first to the second complex. The paired com-
plexes were such that a rise inF0 was associated with a fall
in the frequencies of spectral components, and vice versa;
therefore, the perceived direction of pitch change revealed
which aspect of pitch—spectral pitch or low pitch—was
most salient. The results indicated that spectral pitch is gen-
erally more salient than low pitch for complexes consisting
of only two harmonics~in agreement with previous results of
Smoorenburg, 1970, and Houtsma and Fleuren, 1991!, but
that low pitch becomes the most salient percept as soon as
the number of harmonics exceeds two. It should also be re-
called, in this context, that our complexes were presented in
a background of noise rather than in quiet. This tends to
increase the salience of low pitch relative to that of purely
spectral features~Moore and Glasberg, 1991; see also Hall
and Peters, 1981!.

Let us suppose, therefore, that what subjects learned to
perceive more and more accurately, during sessions 1–10,
was not the spectral component of the complexes but only
the output of a neural ‘‘periodicity detector’’ such as an au-
tocorrelator~cf. the Introduction!. Let us assume more pre-
cisely that the device in question identifies both the low pitch
of resolved complexes, like those used here, and the pitch of
isolated pure tones~with periods in the same range!; for a
neural autocorrelator, each of these pitches would correspond
to the most prominent peak in a ‘‘summary autocorrelation
function’’ ~SACF! equal to the sum of autocorrelation func-
tions computed from the outputs of all the auditory filters
excited by the stimulus~Meddis and Hewitt, 1991a, 1991b;
Meddis and O’Mard, 1997!. Under this assumption, we
should have found a complete transfer of learning in the
FUNDAM condition. Moreover, on the basis of the results
obtained in experiment 1, a smaller transfer was expected in
the NOVEL condition since in the latter condition the period
of the standard pure tone was separated by at least 2.3 oc-
taves from the period of the standard complex. Given that
these two predictions were disproved, the hypothesis from
which they derive must be wrong; apparently, during ses-
sions 1–10, discrimination learning was not due to a reduc-
tion in an internal noise directly affecting the output of a
pitch extractor which would essentially be a periodicity de-
tector and would work identically for resolved complexes
and isolated pure tones.

An alternative hypothesis, consistent with a suggestion
of Meddis and Hewitt~1991b! and Meddis and O’Mard
~1997!, is that subjects learned to process the entire SACF of
the stimuli rather than just the peak corresponding to their
period. If this were true, the magnitude of learning transfer
should have depended on the similarity between the SACF of
the standard complex and the SACFs of the standard pure

FIG. 4. ~a! Thresholds measured in sessions 11–16 of experiment 2; each
panel displays the results obtained in each group of subjects for a standard
tone of a given frequency; the ordinate scales are logarithmic.~b! Mean
slopes of the regression lines summarizing the thresholds’ time course~on a
log scale!; vertical bars represent standard errors.
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tones which were presented subsequently. The correlations
between those SACFs are displayed in Table I.6 This table
indicates that the SACFs were essentially noncorrelated in
the FUNDAM condition, as well as the NOVEL condition,
and only weakly correlated in the SPECT condition. This
tallies with the experimental results, especially the fact that
the transfer of learning was not larger in the FUNDAM con-
dition than in the NOVEL condition. However, since the hy-
pothesis under consideration here is that the entire SACF is
relevant forboth complex tones and pure tones, it does not
immediately account for the finding of slower learning for
complex tones~sessions 1–10 of experiment 2! than for pure
tones~sessions 1–10 of experiment 1!. Actually, this finding
is also difficult to explain under the hypothesis that we con-
sidered previously.

A third hypothesis, which can account for the finding in
question, is that learning was due to modifications in the
tonotopically distributed temporal information provided from
an auditory filter bank to a neural periodicity detector such as
an autocorrelator.7 In other words, the subjects’ training
would have reduced an internal noise affecting not theoutput
of the periodicity detector but itsinput, in spite of the fact
that, when the stimulus was a complex tone, its low pitch
was much easier to perceive consciously than spectral
pitches. If, in the course of learning, the information pro-
vided by each of the excited auditory filters is modified more
or less independently of that provided by the other filters,
learning might be slower for a resolved complex than for a
pure tone simply because, in the former case, a larger num-
ber of auditory filters are excited and the temporal informa-
tion coming from these multiple filters is more variable
across filters. Since the modifications that supposedly occur
for a given standard stimulus should primarily depend on its
power spectrum, the corresponding learning should have
somespectralspecificity. Therefore, the hypothesis that we
consider here predicted, like the previous one, that the trans-
fer of learning would be weak in the FUNDAM and NOVEL
conditions, but larger in the SPECT condition. The actually
observed pattern of results was not radically different from
this prediction, but the hypothesis is not satisfactorily veri-
fied since the transfer was not significantly larger in the
SPECT condition than in the other two conditions. One pos-
sible way to explain the absence of a significant advantage of
the SPECT condition is to argue that, in this condition, the
transfer of learning was tested using a standard pure tone
which was only one of the standard complex’s five spectral
components; the information provided by the four other
components was perhaps modified to a larger extent during
the learning process.

Up to this point, we have discussed the results in the
framework of a single pitch theory. However, what we found
is in fact consistent with any theory positing that the low
pitch of a resolved complex and the pitch of an isolated pure
tone are extracted by basically different mechanisms. Such a
point of view was previously supported by Hall and Soder-
quist ~1978! in experiments concerning the adaptation effect
produced by a pure or complex tone on the perception of low
pitch in a subsequently presented complex. Other experimen-
tal arguments for a duality of mechanisms, and against the
notion of a common ‘‘periodicity detector,’’ were presented
by McFadden~1988!.

In order to make this dual hypothesis more precise, one
may simply assume that temporal information is used for the
extraction of low pitch whereas only place information~i.e.,
a tonotopic code! is used for the extraction of pitch from a
pure tone. It does not seem likely, however, that only place
matters in the case of a pure tone with a frequency as low as
100 Hz ~Moore, 1973; Hartmann, 1997, Chap. 12!. Yet, this
should be admitted to account for the results obtained in
group G100.

The so-called ‘‘pattern recognition theories’’ of low-
pitch perception~see Houtsma, 1995, for a recent review!
posit that the extraction of low pitch from a resolved com-
plex begins with a measurement of the resolved components’
frequencies~or pitches!, but then rests upon mechanisms
which do not come into play for the extraction of pitch from
an isolated pure tone. Interestingly, one of these theories,
developed by Terhardt~1974, 1979; see also Whitfield, 1970,
for related ideas! assumes that the perception of low pitch
originates from an associative learning process taking place
during infancy ~or even in utero!. In the human acoustic
environment, complex tones consisting of acompleteseries
of resolvable harmonics abound and are biologically impor-
tant ~e.g., the vowels of speech!. According to Terhardt, this
leads to the formation, in some long-term auditory memory,
of associative links between the pitch of a pure tone and the
pitches of its subharmonics. The associations, once estab-
lished, would then be used to extract a low pitch from stimuli
containing resolved pure tones. Thus, a missing fundamental
that one ‘‘hears’’ in spite of its absence in the stimulus would
actually be more a recollection than a genuine sensation.
Note that, if Terhardt is right, what our subjects perceived
more and more accurately in the missing-fundamental com-
plexes presented during sessions 1–10 was not their low
pitches, since these low pitches were determined by associa-
tions which were established before the experiment and
could not be refined within it. For an improvement in the
precision of low-pitch perception, each complex should have
possessed a spectral component at its fundamental frequency.
From Terhardt’s point of view, therefore, the thresholds’ de-
crease during sessions 1–10 must have reflected an improve-
ment in the encoding ofspectralinformation. On this basis,
one could make sense of an effect of spectral complexity on
the speed of learning, as mentioned above. It was again pre-
dictable that the transfer of learning would be larger in our
SPECT condition than in the other two conditions, and this
was not verified. However, the most crucial prediction of
Terhardt’s theory was that the transfer would not be larger in

TABLE I. Correlation (r ) between the SACF of the standard complex and
the SACF of the standard pure tone, for each group of subjects and experi-
mental condition.

Condition

FUNDAM NOVEL SPECT

Group G100 0.05 0.00 0.29
Group G500 0.06 0.00 0.25
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the FUNDAM condition than in the NOVEL condition, and
this turned out to be true.

IV. CONCLUSIONS AND FINAL COMMENTS

Experiment 1, in which only pure tones were used,
showed that human pitch discrimination learning can be
strongly pitch-specific within themusicalpitch domain~i.e.,
below 4 or 5 kHz!. A previous study~Demany, 1985! sug-
gested that this is not the case, but the discrepancy may stem
from the fact that subjects were trained much more exten-
sively in the present experiment: we suppose that, when a
fixed standard tone is used in the training, the specificity of
perceptual learning increases in the course of learning.

Experiment 1 also showed that pitch discrimination
learning is, at most, only weakly ear-specific: monaural
learning is largely transferred to the contralateral ear. This
result implies that learning cannot bemainly due to changes
in the response characteristics of neurons connected to only
one cochlea. It is interesting to note that, nevertheless, partial
cochlear lesions appear to be able to induce remapping phe-
nomena in such neurons, at least for the cat~Rajan et al.,
1993!.

In experiment 2, subjects were initially trained to detect
pitch differences between missing-fundamental complex
tones with resolved spectral components, and we assessed
the transfer of this learning to the detection of pitch differ-
ences between pure tones. We obtained no evidence for
learning transfer from a given complex to a pure tone with
the same pitch; clearly, such a similarity in pitch did not,per
se, favor the transfer. Thus, our data indicated that pitch dis-
crimination learning is, at least to some extent, ‘‘timbre-
specific’’ ~or ‘‘spectrum-specific’’!. This timbre specificity
may appear counterintuitive in light of other psychophysical
facts concerning pitch. For instance, Semal and Demany
~1991, 1993! and Semalet al. ~1996! provided evidence that,
in short-term auditory memory, the sensory trace of the pitch
of a sound~renewed on each experimental trial! is com-
pletely dissociated from the sound’s timbre.

Our data also suggested that pitch discrimination learn-
ing is slower for a resolved complex than for a pure tone.
This result can be seen as congruent with the recent report by
Grimaultet al. ~in press! that pitch discrimination learning is
slower for a resolved complex than for an unresolved com-
plex. The temporal fine structure of auditory filters’ re-
sponses to a resolved complex may vary greatly from one
filter to another; this is indeed the case for filters such as the
auditory-nerve fibers~cf., e.g., Sachs and Young, 1980!.
However, the variation across filters will be smaller if, in-
stead of a resolved complex, the stimulus is either a pure
tone or an unresolved complex. If, for these three types of
stimuli, pitch discrimination learning basically reflects an
improvement in the processing of the filters’ temporal re-
sponses, then it makes sense to find that learning is slowest
for a resolved complex.

The present work provides new information about audi-
tory perceptual learning. However, contrary to our expecta-
tions, it did not clarify the mechanisms of pitch perception.
Experiment 1 failed to confirm~but did not disprove, either!
the idea that, for pure tones, the upper limit of ‘‘musical’’

pitch, near 5 kHz, is a boundary between two types of fre-
quency coding mechanisms. Experiment 2 demonstrated
that, if humans possess a pitch extractor which is essentially
a periodicity detector and works identically for resolved
complexes and isolated pure tones, then pitch discrimination
learning is not a reduction of an internal noise affecting di-
rectly theoutput of this periodicity detector; otherwise, we
should have found an essentially complete transfer of learn-
ing from a resolved complex to a pure tone with the same
period. However, our results are compatible with the hypoth-
esis that this periodicity detector exists and that the internal
noise which is reduced in the learning process affects its
input rather than its output. Our results are also compatible
with the pitch theory proposed by Terhardt~1974, 1979!,
although the experiment had the potential to provide clear
evidence against its main assumption—namely, the assump-
tion that the extraction of low pitch from a resolved complex
is in itself the product of a learning process.
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1An equation put forward by Glasberg and Moore~1990! implies that there
are 7.6 ERBs between 1200 and 3000 Hz, and 6.8 ERBs between 3000 and
6500 Hz.

2In this experiment, as well as the subsequent one, thresholds were measured
in cents. The cent is alogarithmic unit since it corresponds to a given
frequencyratio ~equal to 261/1200). However, because most of the thresh-
olds that we measured were small~smaller than 100 cents!, the size of these
thresholds in cents was very nearly proportional to their size expressed as a
relative frequencydifference: Frequency shifts of, e.g., 1 cent and 100
cents, which differ by a factor of 100 in terms of cents, differ by a factor of
about 102.9—which is close to 100—in terms of relative frequency differ-
ences; for frequency shifts smaller than 100 cents, the departure from pro-
portionality is even smaller.

3Yet, in sessions 11–16, consecutivemixedblocks were separated by one
3000-Hz block ~with contralateral stimuli!. The potential bias resulting
from this aspect of our procedure, when thresholds’ time course at each
frequency is assessed only from the data obtained in themixedblocks, is an
artifactualamplificationof thresholds’ decrease at 3000 Hz~since part of
this decrease could actually be due to a selective transfer of learning from
the intervening3000-Hzblocks!.

4A similar ANOVA performed on the data from sessions 1–2 and 9–10
~instead of 1–3 and 8–10! led to the same conclusions.

5One might argue that the increase in slope was partly due to the use of
mixedblocks of trials in sessions 11–16: hypothetically, in these sessions,
subjects learned to deal with the fact that the standard stimulus changed
from trial to trial. However, the fact that the standard stimuli had never
been presented in the previous sessions was quite probably a more impor-
tant factor since, in sessions 11–16 of experiment 1, there was no signifi-
cant improvement with time of the thresholds measured in condition 3000-
ipsi ~cf. Sec. II C 2 and Fig. 3!. As Fig. 4 will show, markedly larger
threshold improvements were found in sessions 11–16 of experiment 2.

6The SACFs were obtained from the ‘‘AMS’’ simulation of auditory pro-
cessing, which is available on the Internet~ftp://ftp.essex.ac.uk/pub/omard/
dsam/!. We found that they were very similar in shape to the mathematical
autocorrelation functions of the stimuli themselves.

7The filter bank in question should not be identified as the auditory nerve. Its
site should be more central since, according to the results of experiment 1,
frequency discrimination learning is unlikely to be mainly due to modifi-
cations in the behavior of ‘‘monaural’’ neurons.
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The ability to discriminate between sounds with different spectral shapes was evaluated for
normal-hearing and hearing-impaired listeners. Listeners detected a 920-Hz tone added in phase to
a single component of a standard consisting of the sum of five tones spaced equally on a logarithmic
frequency scale ranging from 200 to 4200 Hz. An overall level randomization of 10 dB was either
present or absent. In one subset of conditions, the no-perturbation conditions, the standard stimulus
was the sum of equal-amplitude tones. In the perturbation conditions, the amplitudes of the
components within a stimulus were randomly altered on every presentation. For both perturbation
and no-perturbation conditions, thresholds for the detection of the 920-Hz tone were measured to
compare sensitivity to changes in spectral shape between normal-hearing and hearing-impaired
listeners. To assess whether hearing-impaired listeners relied on different regions of the spectrum to
discriminate between sounds, spectral weights were estimated from the perturbed standards by
correlating the listener’s responses with the level differences per component across two intervals of
a two-alternative forced-choice task. Results showed that hearing-impaired and normal-hearing
listeners had similar sensitivity to changes in spectral shape. On average, across-frequency
correlation functions also were similar for both groups of listeners, suggesting that as long as all
components are audible and well separated in frequency, hearing-impaired listeners can use
information across frequency as well as normal-hearing listeners. Analysis of the individual data
revealed, however, that normal-hearing listeners may be better able to adopt optimal weighting
schemes. This conclusion is only tentative, as differences in internal noise may need to be
considered to interpret the results obtained from weighting studies between normal-hearing and
hearing-impaired listeners. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1451066#

PACS numbers: 43.66.Fe, 43.66.Sr, 43.66.Ba@SPB#

I. INTRODUCTION

It is well established that listeners with healthy auditory
systems are able to distinguish sounds based on spectral
shape~Green, 1988!. However, the effect of hearing impair-
ment on the ability to discriminate between sounds with dif-
ferent spectral shapes has received limited study. Whether
hearing loss alters the ability to discriminate such sounds is
an important issue, given that spectral cues play a significant
role in speech perception. Due to the nature of many senso-
rineural hearing losses, which often result in different de-
grees of hearing loss at different frequencies, there is a pos-
sibility that hearing-impaired listeners cannot use across-
frequency level information to the same degree as normal-
hearing listeners. For example, it is unknown whether
differences in loudness growth across frequency~e.g., Buus
et al., 1995! would lead to a diminished ability to compare
levels across frequency. This study evaluates whether
hearing-impaired listeners show deficits in their ability to
detect differences in spectral shape and investigates whether
hearing-impaired listeners rely on spectral regions different
from normal-hearing listeners when discriminating complex
sounds.

Spectral shape discrimination, often termed ‘‘profile
analysis,’’ is accomplished by making level comparisons
across different frequency regions~see Green, 1988, for a
review!. In a typical profile-analysis task, listeners discrimi-
nate between a standard stimulus that is the sum of equal-
amplitude tones and a signal stimulus having a different
spectral shape. The component tones usually are well sepa-
rated in frequency to eliminate masking of adjacent spectral
components. In early profile analysis experiments, the signal
stimulus had a tone added in-phase to a single component of
the standard~cf. Spiegelet al., 1981; Greenet al., 1983!. For
such a task, normal-hearing listeners have exquisite sensitiv-
ity to changes in the power spectra of sounds, often superior
to that measured for intensity discrimination of single tones
~Green and Mason, 1985; Dai and Green, 1992!. One con-
cern in all profile analysis experiments is that listeners may
discriminate between sounds on the basis of the absolute
change in level of a single spectral component. In order to
reduce the strength of this single-channel cue, experimenters
randomly vary the overall level of the stimuli on every pre-
sentation, typically over a range of 20 to 40 dB~Green,
1988!. Level variation randomizes the absolute level of each
component while retaining the overall spectral shape of the
stimulus.

The likely reason that spectral shape discrimination has
not been frequently tested in hearing-impaired listeners is
that the deficits associated with hearing loss lead to many

a!Present address: Department of Speech and Hearing Sciences, 200 South
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potential experimental confounds. Experiments must be per-
formed at high stimulus levels to ensure audibility. Configu-
rations of the hearing loss also may interact with roving lev-
els. For example, when the level of the stimulus is selected to
be low, a sloping hearing loss may act as a low-pass filter
resulting in a stimulus where high-frequency components are
inaudible to a hearing-impaired listener~Kidd and Mason,
1992!. At high stimulus intensities, sounds may be uncom-
fortably loud. Reduced dynamic ranges complicate the appli-
cation of the generally large level variation distributions used
to decrease the prevalence of single-channel cues. However,
the role that abnormal loudness growth might play in the
ability to discriminate sounds with different spectral shapes
is unclear, as hearing loss has little effect on intensity dis-
crimination ~Florentine et al., 1993; Buus et al., 1995!.
Stimuli also must be constructed with care to eliminate ef-
fects of reduced frequency selectivity that impoverish the
spectral contrast available to a hearing-impaired listener
~Glasberg and Moore, 1986; Summers and Leek, 1994!.

Methods have been developed to evaluate which por-
tions of the power spectrum are used by listeners when dis-
criminating between sounds with different spectral shapes.
These include Conditional On a Signal Stimulus~COSS!
methods, developed by Berg~1989, 1990!, and correlation
methods described by Richards and Zhu~1994! and Lutfi
~1995!. Such methods can determine whether listeners with
hearing loss adopt different decision rules than normal-
hearing listeners when comparing levels across a wide fre-
quency range. An experimenter can estimate the relative im-
portance~or relative weight! of each frequency region in the
discrimination of sounds with different spectral shapes. In a
two-interval forced-choice task, the levels of the individual
components are altered randomly and independently every
time the stimuli are presented to the listener. The listener
decides which interval was the signal, and the listener’s re-
sponse is correlated with the level difference across the two
intervals for each component to estimate that component’s
contribution to the listener’s decision.

Applying similar methods to various spectral shape dis-
crimination tasks, Berg and Green~1990! and Dai et al.
~1996! reported nearly optimal weighting strategies for
normal-hearing listeners detecting a level increment in one
component of a multi-tone sound. That is, listeners gave the
signal component the greatest weight and used the level of
additional stimulus components as comparisons, giving
weights of21/(n21) wheren is the total number of com-
ponents. In contrast, Berg and Green~1992! and Matiasek
and Richards~1999! found that, when listeners detected a
signal which involved changing the level of all components,
they did not always adopt the optimal decision strategy de-
fined by the linear model.

The correlation technique assumes that the decision vari-
able is a linear combination of the random variables gener-
ated by altering the component levels, an assumption which
may be valid only to a first approximation. Matiasek and
Richards~1999! showed that nonlinearities in the transfor-
mation from stimulus variables to a decision variable can
lead to misestimations of the weighting strategy. Theoreti-
cally, for a fixed-frequency signal, listeners should apply the

same weights to signal-present and signal-absent stimuli~Dai
et al., 1996!. However, Matiasek and Richards showed that
differences in weighting strategy for signal-present and
signal-absent stimuli are prominent for spectrally dense
stimuli but are much less prevalent when the stimuli have
fewer components widely spaced in frequency.

Correlation techniques have been applied to evaluate the
abilities of hearing-impaired listeners to compare levels
across frequency in intensity discrimination tasks. Doherty
and Lutfi ~1999! asked whether hearing-impaired listeners
could discriminate a level change of a single component of a
harmonic complex, ranging in frequency from 250 to 8000
Hz, as well as normal-hearing listeners. The optimal result
would be that a listener ignores all components~weights50!
except the signal component~weight51!. Doherty and Lutfi
showed that both normal-hearing and hearing-impaired lis-
teners weighted the signal component most heavily. In in-
stances where the signal frequency was 250 and 1000 Hz,
both groups of listeners were equally able to ignore the non-
signal components. However, when the signal component
was at 4000 Hz~i.e., near the edge of their listeners’ hearing
losses!, hearing-impaired listeners may have been better able
to ignore the nonsignal components. In another study,
Doherty and Lutfi~1996! evaluated spectral weights for a
task in which listeners detected a level increment added to all
components of a multi-tone sound, which also spanned fre-
quencies from 250 to 8000 Hz. In contrast to normal-hearing
listeners, who tended to weight all components equally,
hearing-impaired listeners usually weighted some of the
high-frequency components more heavily. This finding sug-
gested that listeners placed greater importance on compo-
nents near the edge of their hearing loss.

In the following experiment, a correlation technique was
used to investigate decision strategies adopted by normal-
hearing and hearing-impaired listeners when discriminating
sounds with different spectral shapes. In contrast to the work
reported by Doherty and Lutfi~1996, 1999!, this experiment
evaluated decision strategies underlying spectral shape dis-
crimination, rather than intensity discrimination. Overall
level variation was used in a set of conditions to determine
whether changes in the perceived loudness of sound gener-
ated by level variation led to difficulty in comparing sounds
with different spectral shapes for hearing-impaired listeners.
Thresholds and weighting functions were compared between
normal-hearing and hearing-impaired listeners to determine
whether hearing loss leads to a diminished ability to distin-
guish between sounds with different spectral shapes.

II. METHODS

A. Listener characteristics

Six normal-hearing listeners~NH1–6!, ranging in age
from 28 to 68 years, and six hearing-impaired listeners
~HI1–6!, ranging from 65 to 76 years, participated. All
normal-hearing listeners had pure-tone-audiometric thresh-
olds within 20 dB of the 1989 ANSI standard between 250
and 4000 Hz. Hearing-impaired listeners were selected to
have a pure-tone-average at 2, 3, and 4 kHz greater than 35
dB HL. All hearing-impaired listeners had hearing loss for at
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least one of the frequencies present in the experimental
stimuli, and most had losses throughout the range of stimulus
frequencies. Hearing losses were moderate and bilateral; the
site of lesion was presumed to be cochlear based on air- and
bone-conduction thresholds and immittance audiometry. For
the hearing-impaired listeners, the ear with better audiomet-
ric thresholds was the test ear. For normal-hearing listeners,
the right ear always was tested, except for NH3 who had a
mild hearing loss in the right ear, and therefore her left ear
was used. The audiometric configurations for all listeners are
reported in Table I. All listeners had prior experience with
psychoacoustic experiments. Listeners NH1 and NH2 are the
first and second authors, respectively.

B. Stimuli

The standard was the sum of five tones ranging from
200 to 4200 Hz spaced equidistantly on a logarithmic scale.
On each stimulus presentation, the starting phases of the
component tones were selected randomly and independently
from a uniform distribution ranging from 0 to 2p rad. For all
normal-hearing listeners, the mean level per component was
80 dB SPL. Three of the hearing-impaired listeners were
tested at the same level as the NH listeners~HI1, HI5, and
HI6!, and the other three were tested at 85 dB SPL. The
signal stimulus had a tone added in-phase to the 920-Hz
~central! component of the standard. The signal strength is
described as the amplitude of the added tone relative to the
mean amplitude of the component to which it was added
~i.e., sig re stan, in dB!. The stimuli were generated digitally,
played by a two-channel 16-bit digital-to-analog converter
~TDT DA1! at a sampling rate of 20 kHz, low-pass filtered at
8.5 kHz~TDT FLT3; approx. 105 dB/oct falloff with a maxi-
mum attenuation of 65 dB!, and fed into one phone of a
TDH-49 headset. The stimuli were 300 ms in duration, in-
cluding 30-ms cosine-squared rise/decay ramps. Two experi-
mental variables were varied during data collection:~a! com-
ponent amplitudes and~b! overall levels.

1. Component-by-component perturbation

In the no-perturbation conditions, the standard was the
sum of equal-amplitude tones. In the perturbation conditions,

the component levels were altered from an equal-amplitude
standard by adding randomly and independently drawn devi-
ates from a Gaussian distribution with a mean of zero and a
standard deviation of 2.5 dB on each stimulus presentation. A
new selection of component levels was presented to the lis-
tener in each interval, so that the same stimulus was not
presented twice.

2. Overall level randomization

Measurements also were obtained both with and without
across-interval level randomization. These conditions will be
referred to as rove and no-rove, respectively. For the rove
conditions, the overall levels of the stimuli were varied on
every presentation through the use of an external attenuator.
The value of the attenuator was randomly altered based on
draws from a uniform distribution with a 10-dB range and a
0.1-dB gradation. This small range of level variation was
used to ensure that no component was inaudible to a hearing-
impaired listener.

C. Procedure

Thresholds were estimated in a two-alternative forced-
choice task, with trial-by-trial signal levels chosen according
to an adaptive tracking procedure. Listeners were seated in a
sound-attenuating room and heard two sounds, the signal and
standard stimuli, separated by 300 ms. Whether the signal or
standard was presented first was determined randomly with
equal likelihood. Listeners indicated which interval con-
tained the signal stimulus by touching the appropriate area
on a touch-screen terminal. Correct answer feedback was
provided to the listener following each trial.

Two interleaved two-down, one-up tracking procedures
of 70 trials each were used to estimate a threshold of 71%
correct detections~Levitt, 1971!. One tracked threshold for
the no-perturbation stimuli and one for the perturbation
stimuli. Whether a trial consisted of no-perturbation or per-
turbation stimuli was chosen randomly. At the beginning of
every track, the mean level of the signal tone was set to
about 15 dB above an estimate of the listener’s final thresh-
old in the no-perturbation condition. The initial step size of
the tracking procedure was 4 dB, and after three reversals the

TABLE I. Audiometric thresholds~dB HL re: ANSI 1989! of the test ear for normal-hearing~NH1–NH6! and
hearing-impaired listeners~HI1–HI6!.

Listener Age Test ear

Frequency~Hz!

250 500 1000 2000 3000 4000 8000

NH1 28 R 5 10 5 15 15 0 25
NH2 52 R 5 5 15 10 5 5 10
NH3 68 L 15 10 10 5 15 20 30
NH4 46 R 5 5 5 0 0 0 15
NH5 31 R 0 0 5 5 5 0 0
NH6 42 R 5 5 5 10 10 10 25

HI1 76 L 40 50 50 55 65 65 85
HI2 67 R 25 20 40 55 65 65 70
HI3 65 R 55 60 65 70 70 60
HI4 70 R 25 30 25 20 30 65 60
HI5 77 L 30 30 50 55 60 55 70
HI6 71 L 10 15 25 35 55 50 50
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step size was reduced to 1 dB. The mean of the masker levels
at the last even number of reversal points, excluding the first
three, was taken as threshold.

Data first were collected for the no-rove conditions~two
interleaved tracks-no-perturbation and perturbation! and then
collected for rove conditions. Nine threshold estimates were
obtained for each of the four experimental conditions~no-
perturbation/no-rove, perturbation/no-rove, no-perturbation/
rove, and perturbation/rove!. The final threshold reflects the
average of the last eight threshold estimates. Only one lis-
tener ~NH5! showed significant practice effects in the no-
rove conditions, and therefore she repeated nine threshold
estimates in the no-rove conditions after finishing the rove
conditions. Those repeated thresholds are reported here.

D. Weighting analysis

A weighting analysis describing the relative contribution
of each component to a decision statistic was based on data
obtained in the perturbation conditions. The weighting analy-
sis was applied separately to the rove and no-rove data using
the perturbation tracks only. Application of the weighting
analysis to psychophysical experiments requires several key
assumptions. First, the weights are assumed to be constant
across all trials for both the no-perturbation and perturbation
tracks—that is, the decision process is the same for these two
types of stimuli which have been randomly interleaved dur-
ing data collection. Second, the decision variable,Z, is as-
sumed to be a weighted linear combination of internally rep-
resented random variables which are obtained from the level
differences per component~interval 12interval 2!, or Xi .
TheXi are normally distributed with a meanm i and standard
deviations i , which includes external as well as any internal
noise. The decision variable is given by

Z5(
i 51

n

aiXi1C,

whereai is the weight for theith component,n is the total
number of components, andC is a criterion or response bias.
For the nonsignal components,m i50. A response variable,
T, is defined as

T5H 1, if Z.0

0, if Z<0
.

A listener responds that the signal was present in interval 1
(T51) if Z.0 and responds that the signal was present in
interval 2 (T50) if Z<0.

Richards and Zhu~1994! showed that the correlation
between the internally represented stimulus variablesXi and
the response variableT, rXi ,T , can be used to estimateai .
Richards and Zhu showed thatrXi ,T is proportional toai

multiplied by the standard deviation,s i . The rXi ,T then
must be ‘‘adjusted’’ by 1/s i to estimateai . If the Xi have
equal variance, this adjustment is not needed. Whether theXi

are of equal or unequal variance may be crucial to the inter-
pretation of the function relating weight to component fre-
quency, as each correlation coefficient must be evaluated in
relation to the noise associated with theXi . Experimenters

often assume that for normal-hearing listeners, theXi are
equal variance. However, for hearing-impaired listeners, it is
unclear that this assumption is valid. This point will be ad-
dressed in more detail in Sec. IV.

In order to estimate weights, the individual trials of the
last eight adaptive tracks were sorted by signal level. Dai
et al. ~1996! showed that correlations are dependent on sig-
nal level, with the lowest correlations at high signal levels.
To increase the probability of measuring differences in the
correlation between the two subject groups, 60 trials with the
highest signal levels were excluded from further analysis. As
a result, 500 trials~70 trials per track38 tracks5560
trials260 trials! were used in the analysis for each subject.
Although, other studies in the literature used a greater num-
ber of trials for the correlation analysis@Doherty and Lutfi
~1996! used 10001 trials#, 500 was deemed appropriate
based on the study of Richards and Zhu~1994! who used 400
trials in their simulations.

Using methods similar to those described by Richards
and Zhu ~1994! and Lutfi ~1995!, responses for each trial
were coded as 0 or 1, depending on whether the listener
responded interval 1~coded as 1! or interval 2~coded as 0!.
For both groups the level difference in dB~interval
12interval 2! was determined for each component. These
level differences were computed only for the randomly se-
lected perturbation values~i.e., the signal level was not in-
cluded for the 920-Hz component!. These 500 trials were
blocked into 10 subgroups with 50 discriminations in each
group. For all subgroups, the product moment correlation
coefficient between the level differences and the responses
was computed. Averaged correlation coefficients were ob-
tained by first converting the correlation coefficients to
FisherZ values, averaging theZ scores, and then using the
inverse FisherZ transform to get an average correlation co-
efficient. Standard errors of the mean were computed on the
Z scores as well. For convenience, the function relating cor-
relation coefficient to component frequency will be referred
to as a weighting function. Following Daiet al. ~1996!, cor-
relations also were calculated between the listener’s response
and the difference of attenuator values between intervals 1
and 2 for the perturbation/rove condition (r rove).

III. RESULTS

A. Sensitivity

Figure 1 plots average thresholds as sig re stan in dB for
the no-rove~unfilled bars! and rove~hatched bars! conditions
for no-perturbation and perturbation conditions. Data ob-
tained from normal-hearing listeners are plotted to the left,
and data obtained from hearing-impaired listeners are plotted
to the right. Error bars indicate standard errors of the mean
across the six listeners in each group. Using a repeated-
measures ANOVA, a significant effect of overall level varia-
tion on thresholds is present in that thresholds are higher in
the rove conditions than the no-rove conditions@F(1,10)
510.5,p,0.01#. Thresholds also are higher in the perturba-
tion conditions relative to the no-perturbation conditions
@F(1,10)553.1, p,0.001#. The interaction between pertur-
bation and level randomization was significant as well, with
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a smaller increase in threshold between rove and no-rove
conditions when perturbation was present@F(1,10)57.1, p
,0.03#. On average, the presence of component-by-
component perturbation degraded performance by approxi-
mately 5.1 dB in the no-rove condition and 3.3 dB in the
rove condition. Overall level randomization degraded perfor-
mance by approximately 3.7 dB in the no-perturbation con-
dition and by about 2 dB in the perturbation condition. There
was no main effect of subject group@F(1,10)50.6, p
50.449#, nor was group involved in any significant interac-
tion. Thresholds averaged across all conditions were26.0
for normal-hearing listeners and24.7 for hearing-impaired
listeners. This small difference in threshold is outweighed by
the large variability across listeners.

Data in the rove conditions can be compared with data
obtained in past experiments, though large interlistener vari-
ability is apparent across multiple studies. Thresholds in the
current experiment are somewhat higher than reported in the
past. Greenet al. ~1983! tested spectral shape discrimination
thresholds using a five-component stimulus spanning 314–
3178 Hz and reported thresholds near212 dB. Our average
thresholds in the no-perturbation/rove conditions of26.5 dB
for normal-hearing listeners and24.7 dB for hearing-
impaired listeners are higher than the thresholds reported by
Greenet al., but other studies report thresholds similar to the
current estimates for five-tone stimuli with narrower fre-
quency ranges of 520–1900 Hz~e.g., Greenet al., 1984;
Henn and Turner, 1990; Kidd, 1993!. In profile-analysis ex-
periments, thresholds tend to decrease with more practice
~Kidd et al., 1991!, and in many of the previous studies,
listeners had longer practice sessions~e.g., 5–10 h! than used
here. In addition, the interleaving of fixed-amplitude stimuli
amid random-amplitude stimuli increases the uncertainty in
the task and probably increased thresholds in the No-
Perturbation conditions.

Thresholds in the perturbation/rove condition also are
somewhat higher than reported previously. Berg and Green
~1990! measured thresholds for a five-component stimulus
ranging from 200 to 5000 Hz and had 2 dB of level pertur-

bation added. Their threshold of25 dB was somewhat better
than our22.9 dB for normal-hearing listeners and21.6 dB
for hearing-impaired listeners. The current study used a
slightly greater level of perturbation, which probably con-
tributed to the higher thresholds observed.

The dashed lines in Fig. 1 indicate predicted threshold
for an ideal, noiseless observer who uses the change in level
of a single component to make discriminations for the no-
perturbation/rove condition@approximately210 dB; for a
derivation see Green~1988!, pp. 19–21#. Because thresholds
are higher than predicted by the energy rule when overall
level randomization is present, there remains a possibility
that listeners were using a single-channel intensity cue,
rather than a comparison of levels across frequency to dis-
criminate between these sounds. Thus, the possible interpre-
tations are listeners are comparing levels across frequency,
listeners are performing simple intensity discrimination of
the signal component, or some combination of the two. The
results from the weighting analysis will provide further in-
sight as to whether listeners indeed use only the signal fre-
quency comparison as the basis of their discriminations.

B. Weights

The individual variability in this task is summarized in
Fig. 2 which shows weights as a function of component fre-
quency for each listener. Recall that the weights were ob-
tained using only the trials in the perturbation conditions.
The left panels show data obtained from normal-hearing lis-
teners and the right panels show data from hearing-impaired
listeners. Filled and unfilled symbols denote rove and no-
rove data, respectively. Error bars indicate standard errors
across ten estimates of the correlation coefficients. The shape
of the functions relating correlation coefficient~or weight! to
component frequency are similar across listeners, but the
magnitude and sign of the weights for the nonsignal compo-
nents show a good deal of variability. Figure 3 plots aver-
aged data for the normal-hearing and hearing-impaired lis-
teners in the left and right panels, respectively. Filled
symbols denote rove data, and unfilled symbols denote no-
rove data. Here, error bars indicate the standard errors of the
mean across the six listeners in each group.

First, looking at the averaged data~Fig. 3!, both groups
of listeners show similar patterns in the functions relating
weight to component frequency. A repeated-measures
ANOVA indicated significant main effects for component
frequency@F(4,40)554.4; p,0.01# and overall level ran-
domization@F(1,10)513.7; p,0.005#. The largest correla-
tion coefficient was measured for the component at the signal
frequency, 920 Hz, and much smaller correlation coefficients
were measured for the non-signal components. Averaged
across frequency, the correlations are somewhat lower for the
rove conditions than for the no-rove conditions. Level varia-
tion also reduced the correlation of the signal-bearing com-
ponent. A strong correlation coefficient in the no-rove condi-
tion can be weakened somewhat by the presence of level
variation, suggesting that, in part, listeners used the level of
the signal tone as the basis of their discriminations. An in-
teraction between component frequency and overall level
randomization also was present@F(4,40)52.75; p,0.05#.

FIG. 1. Average thresholds are plotted for normal-hearing listeners to the
left and hearing-impaired listeners to the right for the no-perturbation and
perturbation conditions. No-rove and rove conditions are denoted by the
unfilled and hatched bars, respectively. The dashed line at210 dB indicates
threshold for an ideal observer in the no-perturbation/rove condition. Error
bars indicate standard errors of the mean across six listeners.
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To some degree, the functions have different shapes between
rove and no-rove conditions. This is most evident in the
hearing-impaired data. No significant main effect of group
was present@F(1,10)51.24; p50.29#, but there was a sig-
nificant three-way interaction among group, component fre-
quency, and overall level variation@F(4,40)52.81; p
,0.04#. The differences between the rove and no-rove func-
tions are more pronounced for the hearing-impaired listeners
than for the normal-hearing listeners.

For each function, the weights across frequency are cor-
related to some degree due to the addition of the signal tone
~Dai et al., 1996!. Therefore, a nonparametric Wilcoxon
signed ranks test was used to determine whether the coeffi-
cients were different from zero. Thep values reported have
not been corrected for multiple comparisons to emphasize
the result that even without taking multiple comparisons into
account, few nonsignal correlations are different from zero.

With respect to the averaged data, all correlation coefficients
at the signal frequency were significantly different from zero
(p,0.03), but only hearing-impaired listeners showed aver-
aged weights for nonsignal components that were different
from zero. These components were the two low-frequency
components in the no-rove condition~200 Hz:p,0.03; 420
Hz: p,0.05! and the lowest-frequency component in the
rove condition~200 Hz: p,0.03!. The weights were nega-
tive, indicating that the hearing-impaired listeners were able
to compare levels across frequency at least in the low fre-
quencies. That all other correlations were not significantly
different from zero suggests that, on average, those nonsignal
components contribute little to the detection of the signal
tone.

The analysis of the data as averages, however, swamps
differences that may occur across listeners, which are evident
in Fig. 2. For the normal-hearing listeners, of the 48 corre-
lations obtained for the nonsignal components~6 listeners34
components32 conditions—rove/no-rove!, only 14 hadp
values less than 0.05~29%!. Similarly, hearing-impaired lis-
teners had 15 correlations that were significantly different
from zero ~31%!. Across the two conditions, each listener
had at least one component with a correlation coefficient
significantly different from zero, though, statistically, the
probability of this result is not negligible. To some degree,
listeners may have compared levels across frequency, but
primarily used the level change of the signal component to
make discriminations.

For the no-rove condition~unfilled symbols!, the opti-
mal decision rule would be to ignore all stimulus compo-
nents, except the signal-bearing component. Because only
the signal-bearing component reliably indicates a change be-
tween signal and standard stimuli, the correlation coefficient
for the 920-Hz component should be high, and the nonsignal
components should not be correlated with the response. For
both groups of listeners, most weights were not significantly
different from zero, but this result is more pronounced for
the normal-hearing listeners than the hearing-impaired listen-
ers. Of the 24 possible comparisons in the no-rove condition,
normal-hearing listeners had five weights different from zero
~21%! in the no-rove condition, whereas hearing-impaired
listeners had ten~42%!. This analysis of individual data
gives some support for an interpretation that hearing-
impaired listeners did not adopt the optimal decision rule as
readily as the normal-hearing listeners.

FIG. 3. Averaged weighting functions are shown for the normal-hearing
~left panel! and hearing-impaired~right panel! listeners for rove~filled sym-
bols! and no-rove~unfilled symbols! conditions. Error bars are standard
errors of the mean across six listeners.

FIG. 2. Individual weighting functions~correlation coefficients as a function
of component frequency! are plotted for the normal-hearing listeners in the
left panels and hearing-impaired listeners in the right panels. The filled and
unfilled symbols denote rove and no-rove data, and the error bars represent
standard errors of the mean across ten replicate estimates of the correlation
coefficient.
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In the rove condition~filled symbols!, correlation coef-
ficients for the nonsignal components again are close to zero.
In the presence of level randomization, an optimal detector
would predict a correlation function with negative~nonzero!
weights for the nonsignal components and positive weights
for the signal components~Berg and Green, 1990!. That is,
listeners would make across-frequency comparisons of level,
using the nonsignal components as a reference to the change
in level at the signal frequency. Analyzing the data from
individual listeners indicates that in some cases, listeners
may have used the nonsignal components as a reference. In
the rove condition, normal-hearing listeners had nine weights
different from zero~38%!, whereas hearing-impaired listen-
ers had only five~21%!. Again, there is weak support for
some differences between normal-hearing and hearing-
impaired listeners. In general, however, across frequency-
information was used only on a limited basis by both groups
of listeners. Neither group of listeners adopted the optimal
decision rule.

For both rove and no-rove conditions, normal-hearing
listeners may have been slightly better at adopting the opti-
mal decision rules. It is difficult to make this conclusion,
however, due to the small numbers of correlations that were
significantly different from zero. The small number of listen-
ers tested and the variability across listeners undermine any
strong conclusions regarding whether listeners performed
simple intensity discrimination, spectral shape discrimina-
tion, or some combination of the two. A greater range of
level variation might have encouraged listeners to switch de-
cision strategies from using only the level change at the sig-
nal frequency. Differences between the rove and no-rove
functions are apparent, as reflected in the results of the
ANOVA.

To further test whether listeners based their decisions on
overall intensity or spectral cues, correlation coefficients
were calculated relating a listener’s response to the absolute
level difference between the two intervals~signal and stan-
dard! of a trial. These correlations were obtained only for the
rove conditions, where overall level was explicitly varied
through the attenuator. Table II shows these correlations for
each listener. The correlations between the overall level dif-
ferences and the listeners’ responses (r rove) were positive,
except for NH6, indicating that the presence of level varia-
tion contributed to most listeners’ responses. For the normal-
hearing listeners, the correlation ranged between20.01 to
0.40, with a mean of 0.21, and for the hearing-impaired lis-
teners, the correlation coefficients ranged between 0.14 and
0.48, with a mean of 0.35. If listeners completely ignored
level variation, the correlation coefficients would be near
zero, which was the case for only two of the normal-hearing

listeners, NH1 and NH6. Any positive correlation between
the level variation and a listener’s response indicates that
responses are based partially on overall level, rather than a
change in spectral shape across frequency. A two-tailedt-test
indicates no significant differences between the normal-
hearing and hearing-impaired listeners’r rove distributions (t
50.08). However,r rove is positively correlated with age (r
50.59). The older a listener, the greater ther rove, suggest-
ing that changes in stimulus level may be more difficult for
older listeners to ignore.

IV. DISCUSSION

In this experiment, the stimuli were constructed so that
potential limitations in audibility and/or reduced frequency
selectivity would be minimized for hearing-impaired listen-
ers. The mean levels of the stimuli were selected to eliminate
the possibility that random selections of component level and
overall stimulus level would result in an inaudible compo-
nent. The component spacing was selected to be sufficiently
wide ~components spaced greater than an octave apart! so
that within-channel masking would not affect sensitivity.
When these precautions were taken, the results indicate that
NH and HI listeners show similar sensitivity to changes in
spectral shape and similar correlation coefficients across fre-
quency.

A. Sensitivity

Normal-hearing and hearing-impaired listeners had simi-
lar thresholds when detecting a tone added in-phase to a
component of a background sound. Thresholds were not
lower than would be expected for a single-channel decision
rule, which suggests that listeners may have based their de-
cisions on the change in level of the 920-Hz component
rather than using across-frequency cues. Data obtained from
the weighting analysis support this interpretation to some
extent.

Because these data suggest that, in part, listeners were
using intensity cues to discriminate sounds, these data should
be considered in light of the intensity discrimination litera-
ture on hearing impairment. Florentineet al. ~1993! and
Buuset al. ~1995! measured pure-tone intensity discrimina-
tion at different sound pressure levels across a wide range of
hearing loss configurations. Threshold values for intensity
discrimination (DL) of about 1.9 dB~Florentineet al., 1993!
and 0.9 dB~Buus et al., 1995! were reported for listeners
with audiometric configurations similar to ours, and there
was also greater variability in measurements for hearing-
impaired listeners than for normal-hearing listeners. Thresh-
olds in the no-perturbation/no-rove condition form the best
comparison to these studies. After converting from sig re
stan toDL, our normal-hearing listeners had thresholds of
about 2.3 dB and our hearing-impaired listeners had thresh-
olds of about 2.8 dB. These results are somewhat poorer than
measured by Florentineet al. and Buuset al., and the differ-
ences probably reflect uncertainty introduced by interleaving
no-perturbation and perturbation tracks and the small influ-
ence of the nonsignal components. As with their studies, we
observed some across-listener variability. Overall, this study

TABLE II. Correlations between listener’s response and level of stimulus
(r rove).

Listener no.

1 2 3 4 5 6

NH 0.06 0.40 0.28 0.35 0.11 20.01
HI 0.24 0.48 0.43 0.26 0.44 0.14
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agrees with their findings that hearing-impaired listeners ex-
hibit similar sensitivity to that of normal-hearing listeners in
intensity discrimination tasks.

The experimental design employed here may have had
some role in encouraging listeners to use intensity cues
rather than spectral shape cues. In experimental manipula-
tions where perturbation is added across-trial~rather than
across-interval as used here!, Kidd et al. ~1988! were able to
change the way memory was used in spectral shape discrimi-
nation tasks. It is thought that listeners use the context-
coding mode of memory to detect changes in the spectral
shape of sounds, as the listener compares each sound to a
remembered reference and recalls a categorical representa-
tion of the result of that comparison~Kidd et al., 1988!.
Tasks which depend on the context code of memory, such as
profile analysis, do not show large effects of interstimulus
interval duration~Durlach and Braida, 1969; Greenet al.,
1983!. In contrast, in the sensory-trace mode, a listener
maintains representation of a stimulus by rehearsing an au-
ditory image in short-term memory. These tasks, including
intensity discrimination, are largely dependent on interstimu-
lus interval duration, as the representation of the image de-
cays with time ~Durlach and Braida, 1969; Berliner and
Durlach, 1973; Greenet al., 1983!. Kidd et al. ~1988!
showed that, for profile analysis, increasing the across-trial
component-by-component perturbation shifted the depen-
dence on context coding to the sensory-trace mode of
memory. The methods applied in the current experiment do
not directly compare with Kiddet al.’s study because a no-
perturbation track was interleaved with a perturbation track,
but the interleaving of these tracks may have led listeners to
rely more on sensory-trace coding than context coding.

In this study, where the stimuli were the sum of tones,
component-by-component perturbation did not differentially
affect thresholds for hearing-impaired and normal-hearing
listeners. For both groups of listeners, thresholds were el-
evated in the perturbation conditions compared to the no-
perturbation conditions. This result replicates that of Kidd
et al. ~1991! who found that normal-hearing listeners’ thresh-
olds increased with increasing levels of component-by-
component perturbation~see also Lentz and Richards, 1998!.
The presence of level variation also increased thresholds.
Level variation should affect thresholds in instances where
either the change in the overall level of the stimulus cues the
signal or where only the change in a single component cues
the signal. The change in threshold again suggests that spec-
tral shape discrimination is not the sole process contributing
to these data.

The 10-dB level variation did not significantly change
thresholds for the hearing-impaired listeners compared to the
normal-hearing listeners. Because of recruitment in the im-
paired ears, their perception of the level variation may have
been that the loudness of the sounds varied over a greater
range than for the normal-hearing listeners. The large differ-
ences in sensitivity across listeners, which often occur in
profile-analysis experiments, make it difficult to determine
whether adding perturbation to the stimulus has differential
effects for hearing-impaired listeners.

B. Weights

Overall, hearing-impaired listeners showed weights
similar to normal-hearing listeners in this task. In Fig. 3, it
appears that hearing-impaired listeners had a tendency to
weight high-frequency components to a greater extent than
normal-hearing listeners, especially in the no-rove condition.
Looking at the individual hearing-impaired data, of the ten
weights that were significantly different from zero in the no-
rove conditions, eight of them were for the 1900- and
4200-Hz components. The three-way interaction between
group, component frequency, and overall level variation sug-
gests that hearing-impaired listeners may adopt different
weights than normal-hearing listeners depending on whether
rove was present or absent. This conclusion is tentative,
however, as in the weighting analysis, theXi are assumed to
have equal variance. For hearing-impaired listeners, there is
a strong possibility that the variance in noise across channels
is not equal, especially for the listeners used in this study
who have sloping hearing losses. The variance of the ‘‘inter-
nal’’ representation of the noise may be greater in regions of
greater hearing loss~e.g., Humeset al., 1988!. Four of the
hearing-impaired listeners have near-normal hearing in the
low frequencies and moderate losses at the high frequencies.
Thus, the high-frequency channels may be noisier than the
low-frequency channels and the correlation coefficients may
need to be adjusted by some value to equate them to the
low-frequency channels~e.g., Richards and Zhu, 1994!. In
this analysis, the correlation coefficients for the high-
frequency channels may be somewhat overestimated due to
the greater proportion of noise in those channels. That the
noisier channels would lead to overly high correlation coef-
ficients may seem counterintuitive. However, if we assume
that a decision variable,Z, is an unweighted sum of multiple
random variables,Xi , and one of the channels,Xj , has a
much larger variance than all otherXi , then the value ofXj

will dominate the value ofZ. Thus, the decision variable will
be highly correlated withXj and correlated to a much lesser
degree with theXi that have little variance. In this way, chan-
nels with greater variance lead to greater correlation coeffi-
cients. Richards and Zhu~1994! derived this argument math-
ematically.

This issue also may be relevant when addressing the
results of Doherty and Lutfi~1996! who found weighting
strategies to be different for hearing-impaired and normal-
hearing listeners. Doherty and Lutfi~1996! measured weight-
ing functions for an intensity discrimination task in which
listeners detected an overall change in intensity of a six-tone
complex. Their listeners tended to have sloping audiograms,
with greater hearing loss in the high frequencies. Weights
were higher for components near the edges of their hearing
loss, but normal-hearing listeners tended to weight all com-
ponents equally. Their analysis was based on the assump-
tions of the Conditional-On-a-Single-Stimulus~COSS!
analysis, in which the weights should be unaffected by dif-
ferences in internal noise across channels~Berg, 1989;
Doherty and Lutfi, 1996!. The weights estimated using the
correlation analysis proposed by Richards and Zhu~1994!
are not so immune to internal noise differences. The current
study used the correlation method rather than the COSS
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analysis to evaluate whether a different methodology would
lead to the same conclusions as Doherty and Lutfi. Addition-
ally, the COSS analysis requires a constant signal level be
used, and a tracking procedure was used here to jointly ob-
tain sensitivity measures and weights.

The current study may have found only slight differ-
ences in the weighting strategy between normal-hearing and
hearing-impaired listeners because the correlations for the
nonsignal components were estimated to be near zero. If the
weights of the high-frequency components in the Doherty
and Lutfi ~1996! study and the 4000-Hz data of Doherty and
Lutfi ~1999! are overestimated due to the presence of addi-
tional noise in the region of one’s hearing loss, the result that
hearing-impaired listeners place greater weight on the high-
frequency components may be called into question. Spectral
shape changes which would lead to correlations different
from zero can be used to evaluate whether different groups
of listeners have different weighting strategies or whether
noise varies across channels for a single group of listeners. It
might be more fruitful to use a more complex spectral shape
change, but differences in internal noise across frequency
must be kept in mind when interpreting the weighting analy-
sis. Another technique that may be useful is to perform a
weighting analysis on catch trials that have no signal com-
ponent, as the correlations would be the largest there~see
Dai et al., 1996!.1 Further experiments are necessary to de-
termine whether an additional~internal! noise source may
account for the differences seen among these studies.

When linear models are applied to data obtained from
hearing-impaired listeners, and normal-hearing listeners are
used as a comparison, another consideration is the loss of
cochlear nonlinearity resulting from hearing loss~e.g.,
Moore, 1995!. For listeners with sloping audiograms, high-
frequency channels may be treated as linear, but the lower-
frequency channels may have nonlinear processing intact. If
variability in the external stimulus is compressed, or re-
duced, in the healthy channels and not compressed in the
other channels, the effective noise in the system would be
greater for the damaged channels than for the unimpaired
channels. The loss of compression, therefore, may effectively
be treated as greater noise in regions of damage.

If the weights for the hearing-impaired listeners in the
current study do not need to be adjusted by a correction
factor, then a very tentative conclusion would be that
hearing-impaired listeners did not adopt optimal decision
strategies as well as normal-hearing listeners. It is difficult to
make such a case with the evidence presented here, however,
as the variability across listeners in both groups in the
weighting functions is rather large.

In the current study, normal-hearing and hearing-
impaired listeners possibly discriminated between sounds
based on the change in intensity of the signal component to
some degree. This interpretation was further supported by
the correlation between the listeners’ responses and the level
of the attenuator. The differences between groups were
small; however, there was a tendency for older listeners to
select stimuli with greater intensities at the signal.

These results place rather stringent limitations on mod-
els of impaired auditory processing, in that peripheral hear-

ing loss may not lead to changes in decision strategies attrib-
utable to central processing or to changes in the ability to use
the information presented to the central auditory system.
These data suggest that hearing-impaired listeners are not
distracted by nonsignal sounds in the region of hearing loss.
At least in the relatively simple spectral shape discrimination
task used here, long-term hearing loss may not alter decision
strategies. It is possible that listeners do not rely more on
low-frequency hearing, as might be expected in a system
where high-frequency information is not represented well.
The stimuli were designed in this experiment to provide
equally ‘‘good’’ information to all frequency regions present
in the stimuli. The impaired auditory systems were just as
competent in using this ‘‘good’’ information as the healthy
systems of the normal-hearing listeners.

V. SUMMARY AND CONCLUSIONS

~1! Sensitivity to simple changes in spectral shape is similar
for normal-hearing and hearing-impaired listeners. Both
groups of listeners were affected by external variation
~component-by-component perturbation and level ran-
domization! to nearly the same extent. However, large
individual differences were present in both groups of lis-
teners.

~2! Weights across frequency were relatively similar for
normal-hearing and hearing-impaired listeners. On aver-
age, hearing-impaired listeners did not rely on energy in
the regions of their hearing loss to a greater extent than
more normal frequency regions.

~3! Hearing-impaired listeners may not have adopted the op-
timal weighting strategy as well as normal-hearing lis-
teners. However, differences in internal noise may need
to be considered to interpret the results obtained from
weighting studies across normal-hearing and hearing-
impaired listeners. Further studies of spectral shape dis-
crimination are needed to determine whether differences
in internal noise across frequency are present in impaired
ears, and whether changes in the noise alter decision
processing for complex sounds.
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1In this study, the correlations for the nonsignal components are expected to
be small, but adding a tone to a stimulus further decreases the correlations
of all components, leading to nonindependence of the weights across fre-
quency ~Dai et al., 1996!. To determine whether the large signal levels
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impacted the analyses reported here, the data were reevaluated using 200
trials which had the lowest signal levels. The averaged correlation coeffi-
cients changed by no more than 0.04, but at times weights obtained by
individual listeners varied greatly. Twenty-two of the 96 nonsignal weights
varied by 0.06 or greater. Approximately half~55%! of these weights were
estimated to have larger magnitudes when only the 200 low-signal level
trials were included. Thus, including all trials from the track has little
impact on the interpretation of the current results.
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Maximum speed of pitch change and how it may
relate to speecha)
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How fast speakers can change pitch voluntarily is potentially an important articulatory constraint for
speech production. Previous attempts at assessing the maximum speed of pitch change have helped
improve understanding of certain aspects of pitch production in speech. However, since only
‘‘response time’’—time needed to complete the middle 75% of a pitch shift—was measured in
previous studies, direct comparisons with speech data have been difficult. In the present study, a new
experimental paradigm was adopted in which subjects produced rapid successions of pitch shifts by
imitating synthesized model pitch undulation patterns. This permitted the measurement of the
duration of entire pitch shifts. Native speakers of English and Mandarin participated as subjects. The
speed of pitch change was measured both in terms of response time and excursion time—time
needed to complete the entire pitch shift. Results show that excursion time is nearly twice as long
as response time. This suggests that physiological limitation on the speed of pitch movement is
greater than has been recognized. Also, it is found that the maximum speed of pitch change varies
quite linearly with excursion size, and that it is different for pitch rises and falls. Comparisons of
present data with data on speed of pitch change from studies of real speech found them to be largely
comparable. This suggests that the maximum speed of pitch change is often approached in speech,
and that the role of physiological constraints in determining the shape and alignment ofF0 contours
in speech is probably greater than has been appreciated. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1445789#

PACS numbers: 43.70.Aj, 43.70.Bk, 43.70.Jt@AL #

I. INTRODUCTION

Speech is produced by a biomechanical system that has
various inherent limitations. Many of these limitations may
play a role in shaping the acoustic signal generated in speech
production. One of them is the maximum speed at which
speakers can change their pitch voluntarily. The importance
of this limitation has not been widely recognized among
those who are interested in the patterns of fundamental fre-
quency variations in speech, however. Part of the reason for
this lack of appreciation is probably a general feeling that in
speech we approach our biomechanic limits only occasion-
ally. In recent years, however, there has been accumulating
evidence that ‘‘time pressure’’ may play a part in determining
the shape and alignment of certainF0 contours in speech
~Caspers and Heuven, 1993; Ladd, Mennen, and Schepman,
2000; Xu, 1998, 2001!. Unless some kind of limit is reached
or approached, of course, time pressure should not make
much difference. Nevertheless, the exact role the maximum
speed of pitch change may play in speech is far from clear.
This is partly because the data we have obtained about the
speed of pitch change are far from complete, and partly be-
cause we have yet to pinpoint any direct link between maxi-
mum speed of pitch change and actual variations ofF0 con-
tours in speech.

The maximum speed of pitch change was studied in the
70’s by Ohala and Ewan~1973! and Sundberg~1979!. Both
studies used similar methods. Subjects were asked to shift
from one pitch level to another as fast as possible upon com-
mand ~Sundberg, 1979!.1 Then, the speed of pitch change
was assessed by measuring the response time—time used to
complete the fastest portion~the middle 75%! of a pitch
shift, as illustrated in Fig. 1. The term ‘‘response’’ was first
used by Ohala and Ewan~1973! in the phrase ‘‘the response
characteristics of the larynx in voluntary pitch change.’’ The
definition of the measurement, namely, time corresponding
to the middle 75% of the pitch change, was also first used by
Ohala and Ewan~1973!. Sundberg~1979! used response
time in his paper to refer to this measurement. Response time
therefore provides a measurement of the time it takes the
subject to respond to the command~hand waving or light
flash as described in his paper! for making the pitch shift.
Several findings of these early studies are potentially impor-
tant for speech. First, the average response time was found to
be around 79, 85, and 101 ms for pitch rises of 4, 7, and 12
semitones, respectively, and about 68, 70, and 73 ms for
pitch drops of 4, 7, and 12 semitones. Thus, the speed of
pitch change seems to increase as the interval becomes
larger. Second, as also indicated by the measured response
time, pitch lowering was faster than pitch elevation. Third,
female subjects was found to have shorter response times
than male subjects.

The estimates obtained by Ohala and Ewan~1973! and
Sundberg~1979! constitute a very important step toward a

a!Part of the preliminary results of this study were presented at the 6th
International Conference on Spoken Language Processing, Beijing, 2000
~Xu and Sun, 2000!.

b!Electronic mail: xuyi@northwestern.edu
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clear understanding of the physiological limits on the speed
of pitch change. However, those data are incomplete in two
respects. First, as can be seen in Fig. 1, response time does
not fully reflect the fastest instantaneous pitch movement
possible, which should occur somewhere in the middle of the
rising and falling ramps in the pitch change curve. Second,
and more importantly, by definition, response time does not
tell us how much time it takes for the speaker to complete
100% of a pitch shift, which is potentially much longer, as
Fig. 1 clearly suggests.

The time needed to complete 100% of a pitch shift is
potentially important for our understanding of pitch produc-
tion in speech. In tone languages, for example, utterances
often contain alternate high and low pitches. As observed in
Xu ~1997, 1999!, the transitions between high and low
pitches take a considerable amount of time, and the duration
of the transition affects the shape of theF0 contours. Fur-
thermore, the minimum duration of the pitch transition may
also limit how closely adjacentF0 peaks or valleys can fol-
low each other. Such limits may play a role in determining
the alignment ofF0 peaks and valleys relative to segmental
units such as syllables~Xu, 1999, 2001; Caspers and van
Heuven, 1993!.

It is also possible that articulatory limits on the speed of
pitch change are never reached in speech, and that, instead, it
is certain perceptual constraints that limit how fast pitch
shifts are made in speech. This has been suggested by ‘t
Hart, Collier, and Cohen~1990!. In an effort to understand
the rate of pitch change observed in speech, they considered
both production and perception as possible contributing fac-
tors. Eventually, they dismissed production in favor of per-
ception as the determining factor, based mainly on their in-
terpretation of the data reported by Ohala and Ewan~1973!
and Sundberg~1979!. They first computed the maximum
speed of pitch change using the response time for the 12-st
condition as reported by Sundberg~1979!, and came up with
the value of 120 st/s. They then looked for the fastest pitch
movement in Dutch and found it to be only 50 st/s. Based on
this comparison, they concluded that articulatory limits sim-
ply could not have been responsible for the observed rate of
pitch change in speech. Instead, they theorized, it must have

been listeners’ limited perceptual ability to distinguish be-
tween different rates of pitch change that has forced speakers
to use slower pitch change rates in speech~pp. 71–75!. A
similar interpretation of Sundberg’s~1979! data was also
adopted by Caspers and van Heuven~1993!.

Such interpretation of the data reported by Ohala and
Ewan ~1973! and Sundberg~1979! seems to have exagger-
ated the maximum speed of pitch change in two ways. First,
the data from both studies indicate that the rate of pitch
change is faster for a larger pitch interval than for a smaller
one. So, unless a particular pitch movement actually spans
12 st, it is inappropriate to use the data for that interval as the
direct indicator of speed of pitch change at other intervals.
Second, response time, by definition~Sundberg, 1979!, mea-
sures the time it takes to complete only 75% of the pitch
change. Although it is not yet clear at this point how long it
will take to complete 100% of a pitch change, it should cer-
tainly take longer than response time, as indicated by Fig. 1.
Thus, it is inappropriate to treat response time as the ultimate
indicator of the physiological limits on the speed of pitch
change, because it corresponds to only part of the pitch shift.

A better way to estimate the actual physiological limits
on the speed of pitch change would be to examine how long
it takes to complete 100% of a pitch change at various pitch
intervals. It probably would have been difficult, however, for
Ohala and Ewan~1973! and Sundberg~1979! to measure the
time interval of complete pitch changes with the experimen-
tal paradigm they employed, even if that was what they had
in mind initially. In Fig. 1, at the beginning of a pitch shift,
the F0 movement seems to continually accelerate: changing
very slowly at first, and gradually reaching full speed. Near
the end of the pitch shift, the speed of movement decelerates,
and the curve levels off gradually as the target pitch is being
reached. To measure the time needed to complete 100% of
the pitch shift as shown in Fig. 1, they would have to locate
the exact points in time when the shift began and when it
ended. However, the asymptotes near the onset and offset of
the pitch shift make it hard to determine these points. To
lessen the uncertainty in determining the end points of a
pitch shift, therefore, it is necessary to minimize the duration
of these asymptotes. One way to do that is to have the
speaker produce a very quick succession of high and low
pitches. This would generate a pitch undulation pattern that
goes up and down rapidly, in which the lingering time on
each pitch should be reduced to a minimum.

In the present study, we adopted a new paradigm to as-
sess the maximum speed of pitch change by having subjects
produce rapid pitch undulation patterns through imitation of
rapidly alternating high–low pitch sequences. The maximum
speed of pitch change is then estimated by measuring, among
other things, the time used to complete 100% of each pitch
shift. To see if these measurements can provide more direct
indications as to whether and how physiological limits may
play a critical role in shaping theF0 contours of speech, we
compared our data with data on speed of pitch change in real
speech obtained in previous studies.

In addition, we also examined the effects of language,
gender, pitch carrier~sustained schwa versus /malamalama/!,
and pitch shift direction on various measurements. To check

FIG. 1. First, illustration ofResponse time—time used to complete 75% of
a pitch change, as defined by Ohala and Ewan~1973! and Sundberg~1979!
~partially adapted from Sundberg, 1979!. Second, illustration of the time
needed to complete 100% of a pitch change. Third, conceptual division of a
pitch movement into three phases: acceleration, fast glide, and deceleration.
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for possible differences due to language, we used native
speakers of Mandarin and English as subjects. Mandarin has
lexical tones~pitch patterns that can differentiate words!
while English only has pitch accents related to intonation and
word stress. It is possible that because successive high- and
low-tone sequences frequently occur in Mandarin, native
speakers of Mandarin can make pitch undulations faster than
native speakers of English.2 In addition, because pitch con-
tours are usually carried by the vocalic portion of syllables in
speech, it is possible that the syllable structure may either
hinder the production of pitch undulation or facilitate it. To
test which is the case, we used both CV syllables and simple
vowels as the pitch carriers. To verify the gender difference
as reported by Sundberg~1979!, we also compared data from
male and female speakers.

II. METHOD

A. Stimuli

The stimuli were model pitch undulation patterns to be
imitated by subjects, as illustrated in Fig. 2. As can be seen
in Fig. 2, the pitch undulation patterns are either HLHLH or
LHLHL, where H and L represent relatively high and low
pitches, respectively. The model pitch undulation patterns
were built by modifying naturally produced voice samples.
First, schwa-like vowels with relatively steady fundamental
frequencies were recorded by a male and a female speaker.
The duration of the vowel was approximately 1 s. Based on
these original voice samples, a series of pitch manipulations
was carried out to generate stimuli with desired pitch varia-
tion patterns.

Using the TD-PSOLA resynthesis function of thePRAAT

program,3 the fundamental frequencies of the original vowels
were modified to generate a number of steady-state vowels.
Based on the male voice, vowels with the base frequencies of
50, 60, 70, 80, 90, 100, and 115 Hz were generated. Based on
the female voice, vowels with the frequencies of 115, 130,
145, 165, 185, 205, and 230 Hz were generated. These two
ranges of frequencies correspond to the lower limits of male
and female voices.

For each vowel at a particular fundamental frequency,
12 model pitch undulation patterns were generated. These
pitch patterns differed in three ways. In terms of pitch varia-
tion pattern, they were either /HLHLH/ or /LHLHL/. In
terms of pitch variation interval, the difference between H
and L was, following Sundberg~1979!, 4, 7, or 12 semitones.
In terms of pitch variation rate, the duration of each HLH or
LHL cycle in a pattern was either 1/4 or 1/6 s. In other
words, the undulation frequency~i.e., the number of HLH or
LHL cycles per second! of a model pitch pattern was either 4
or 6 Hz. The 4-Hz condition was to help warm up the subject
during each trial, while the 6-Hz condition was to elicit the
fastest pitch changes possible. It has been shown that 6 Hz is
at the slower end of the involuntary vibrato rate in singing
~Prame, 1994; Dejonckere, Hirano, and Sundberg, 1995!.
Presumably,voluntary pitch undulations are unlikely to ex-
ceed 6 Hz.

B. Subjects

Nineteen native speakers of American English~10 fe-
males and 9 males! and 22 native speakers of Mandarin Chi-
nese~12 females and 10 males! between the ages of 18 and
45, recruited from Northwestern University campus, partici-
pated in the experiment. Subjects all reported having normal
hearing, vision, and language ability. While some of the sub-
jects had musical or voice training of some kind, none of
them was a professional singer or involved in a professional
singing group. Those with professional voice training were
excluded so as to avoid the effect of extensive voice training
on pitch undulation rate~Sundberg, 1979!. The tasks of the
experiment turned out to be too difficult for several subjects.
Some of them were not able to produce the desired pitch
shifts in the right order. Those subjects were all native speak-
ers of English. The others produced pitch ranges smaller than
two semitones in many trials. Those were both Mandarin and
English subjects. As a result, only 36 subjects generated data
suitable for analysis. Of the remaining subjects, 16 are En-
glish speakers~8 females and 8 males! and 20 are Chinese
speakers~11 females and 9 males!.

C. Procedure

The experiment was conducted in the Speech Acoustics
Laboratory at Northwestern University. The subjects imitated
the model pitch patterns using both a schwa and a syllable
sequence~/malamalama/! as the pitch carriers. In total, each
subject produced 240 trials~3 pitch intervals32 carriers32
patterns32 undulation rates32 sessions35 repetitions!.

FIG. 2. Schematic representations of model pitch undulation patterns
used as stimuli in the experiment, where 4 and 6 Hz refer to 4 and 6
undulation cycles per s, respectively. These examples have the base fre-
quency of 100 Hz.
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During the experiment, the subject was seated in a
sound-treated booth in front of a computer monitor. The ex-
periment procedure was controlled by a set of HTML files,
which were displayed by Netscape Navigator~Netscape
Communications Corp.!. A condenser microphone was used
for the recording, and the vocalization was directly digitized
onto a computer hard disk in a Macintosh G4 computer using
SOUNDEDIT ~Macromedia Inc.!. For each subject, a comfort-
able pitch level was first determined before the start of the
practice trials by choosing from a range of prerecorded voice
samples played by the first HTML page.~Among the female
subjects, seven selected the base frequency of 185 Hz, eight
selected 205 Hz, and four selected 230 Hz. Among the male
speakers, one selected the base frequency of 80 Hz, two se-
lected 90 Hz, eight selected 100 Hz, three selected 115 Hz,
and three selected 130 Hz.! The experimental stimuli were
organized into three HTML pages, each containing model
undulation patterns with the pitch intervals of 4, 7, or 12
semitones, respectively. On each page the undulation models
are divided into two patterns—HLHLH and LHLHL, and
two rates—4 and 6 Hz. The subject selected one of the
stimuli each time by clicking on the corresponding button.
The model pattern was then played through the loudspeaker.
The subject was instructed to imitate the stimuli five times in
each session, and as accurately as possible in terms of both
pitch interval and undulation frequency.

The experimenter sat outside the recording booth,
watching another computer screen showing the same display
as seen by the subject, and listening to the subject’s vocal-
ization through a pair of headphones. The experimenter
monitored the subject’s performance and gave instructions
when necessary. Since the task was somewhat difficult for
some subjects, an intensive practice session was held for
them before the real trials.

The whole recording process consisted of four sessions.
In the first and third sessions, the subject imitated the pitch
models with a schwa, while in the second and fourth ses-
sions, the subject imitated the models with the syllable se-
quence /malamalama/. This particular syllable sequence was
found in pilot tests to be the fastest vowel–sonorant se-
quence one could produce. Between sessions, the subject
was given the chance to take a break. During each trial, i.e.,
for each model, the subject was allowed to replay the model
pattern as many times as they wished. The experimenter

would ask the subject to repeat a trial if it was felt to be
necessary.

D. F0 extraction and measurement

TheF0 extraction was done using a procedure similar to
the ones used in Xu~1997, 1998, 1999, 2001!. The procedure
combines custom computer programming withESPS/WAVES1

~Entropic Inc.!. The digitized signals were transferred to a
Dell workstation running on theLINUX platform. Theepochs
program was then used to mark every pitch period in each
undulation sequence, and the labels were saved into a text
file. After that, the waveform, the period labels, and the spec-
trogram of the signal were displayed inxwaves. The period
labels were examined carefully for spurious vocal pulse
markings such as double labeling and period skipping. Ap-
parent errors were corrected manually.

While checking and correcting the vocal period labels,
segmentation labels were also added at the onset and offset
of all vocalizations and at the boundaries between /m/ and
adjacent vowels for the /malamalama/ trials.

The vocal period and segment labels for each trial were
saved in a text file. All the text files were then processed by
a set of custom-writtenC programs. The programs converted
the duration of pitch periods intoF0 values, and then
smoothed the resultingF0 curves using atrimming algorithm
that eliminates sharp bumps and edges~Xu, 1999!.4 The
trimmed F0 curves were then subjected to further analysis
using a set of custom-writtenMATLAB procedures. The fol-
lowing measurements were taken by theMATLAB procedures,
most of which are illustrated in Fig. 3.

Excursion size~rise or fall!—pitch difference~in st! between
adjacentF0 minimum and maximum in the middle undu-
lation cycle. Excursion size is expressed in semitone in
order to make the data from individual speakers, espe-
cially across genders, more comparable.5

Excursion time~rise or fall!—time interval between adjacent
F0 maximum and minimum in the middle undulation
cycle.

Excursion speed5excursion size/excursion time.
‘‘ Response time’’—time interval corresponding to the middle

75% of excursion size~in Hz!, as defined by Ohala and
Ewan ~1973! and Sundberg~1979!.6

FIG. 3. Illustration of measurement of
rise and fall excursion time, rise and
fall response time, and turn-point-to-m
in an HLHLH trial spoken with
/malamalama/. The two cross points
on the curve labeled ‘‘m’’ are the on-
sets of second and third /m/ in the
trial. The fact that both turning points
occur after ‘‘m’’ means that both turn-
point-to-m values are negative.
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Maximum velocity—positive and negative extrema in the ve-
locity curve corresponding to the rising and falling ramps
in the middle undulation cycle. Velocity curves were com-
puted by taking the first derivative of theF0 curves after
they were further smoothed by a five-point median filter
and a seven-point~for male speakers! or 17-point~for fe-
male speakers! Hanning window.
For /malamalama/ files, the following measurements were
also taken:

Peak-to-m—average time interval between the second and
third F0 maxima and onset of the second and third /m/ in
LHLHL.

Valley-to-m—average time interval between the second
and thirdF0 minima and onset of the second and third /m/
in HLHLH.

Note that the value ofpeak-to-mor valley-to-mis nega-
tive if the peak or valley occurs after the onset of /m/, as
illustrated in Fig. 3.

In the analyses, only data meeting the following criteria
are included:

~a! Excursion size~rise or fall! .1 st;
~b! Excursion size~rise or fall! ,2 standard deviations

about the mean;
~c! Excursion time~rise or fall! ,2 standard deviations

about the mean.

Also, since the study is investigating the fastest speed of
pitch change possible, only trials in the 6-Hz undulation fre-
quency condition were processed for analysis. After applying
these criteria to all trials in the 6-Hz condition, 3553 of the
4320 data points~82%! remained for further analysis. Of the
excluded data points, 226 failed criterion~a!, and 541 failed
criteria ~b! or ~c!.

III. ANALYSES

A. Effects of language, gender, direction of pitch
change, pitch carrier, and interval of pitch change

Table I displays the meanexcursion size, excursion time,
response time, excursion speed, and maximum velocitybro-
ken down according to language~Chinese/English!, gender
~female/male!, direction of pitch change~rise/fall!, pitch car-
rier ~malamalama/schwa!, and interval of pitch change~4/

7/12 st!. Also displayed in the table are the probability values
resulting from five-factor mixed-measure ANOVAs per-
formed on the five measurements. Of the independent vari-
ables, language and gender are between-group factors, and
the rest are within-group factors.

From Table I it can be seen that the effect of interval is
significant for all measurements. Also, a set of Student–
Newman–Keulspost hoctests found the differences between
all pairs of the three intervals to be significant at the 0.05
level, with the exception of excursion time and response time
between 4 and 7 st. This indicates that~a! subjects managed
to produce different excursion sizes for the three pitch-shift
intervals, and~b! the speed of pitch change varied across the
intervals. The mean interval sizes achieved by the subjects,
however, are not quite what we had hoped for. In particular,
for the 12-st condition, the mean interval achieved was only
6.5 st. Interestingly, the English subjects achieved greater
excursion sizes than the Mandarin subjects.

In addition to excursion size, the effect of language is
also significant for excursion time and response time. For
both of them, the English subjects had greater means than the
Mandarin subjects. This does not mean, however, that native
English speakers are slower in making pitch changes. In fact,
their excursion speed and maximum velocity are both some-
what faster than those of the Mandarin subjects, although
neither difference reaches significance. It could be the case
that the larger excursion size of the English subjects actually
gave rise to the faster speed. This is partially verified by
Table II, which shows that excursion speed and maximum
velocity are highly correlated with excursion size, but not
with excursion time and response time, despite the fact that
time is actually in the equation for computing excursion
speed. The fact that the English subjects produced larger
pitch excursions and hence faster pitch changes than the
Mandarin subjects is somewhat surprising to us, because pre-
sumably, speakers of a tone language should have better abil-
ity to make local pitch changes.7

As shown in Table I, the effect of direction is significant
for excursion size, excursion speed, and maximum velocity.
It is not significant, however, for excursion time and re-
sponse time. While this is somewhat different from Sundberg
~1979!, where response time was found to be different for
pitch lowering and pitch elevation, falls in the present data

TABLE I. Mean values of various measurements under the effects of language, gender, direction~of pitch change!, ~pitch! carrier, and interval~of pitch
change!, together with probability values resulting from five-factor mixed-measure ANOVAs. Significantp values are printed in boldface.

Language Gender Direction Carrier Interval

Chinese English Female Male Rise Fall Mala Schwa 4 7 12

Excursion size~st! 4.4 5.8 5.0 5.0 4.8 5.3 5.1 5.0 3.8 4.7 6.6
p50.0037 p50.8773 p,0.0001 p50.1396 p,0.0001

Excursion time~ms! 125.3 141.2 128.7 136.4 132.5 132.2 133.6 131.2 125.7 128.2 143.2
p50.0219 p50.2467 p50.6987 p50.2052 p,0.0001

Response time~ms! 69.6 75.6 75.6 68.4 71.7 72.7 73.6 70.8 70.7 70.6 75.4
p50.0431 p50.0308 p50.4608 p50.0208 p50.0005

Excursion speed~st/s! 35.9 42.1 40.1 37.0 36.5 40.8 38.6 38.7 30.8 37.5 47.6
p50.1195 p50.3674 p,0.0001 p50.8541 p,0.0001

Maximum velocity~st/s! 60.8 72.4 65.0 67.1 61.3 70.6 66.4 65.6 50.3 62.4 85.1
p50.0749 p50.8323 p,0.0001 p50.3625 p,0.0001
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are nevertheless consistently faster than rises.
There are also significant interactions between direction

and interval for excursion size, excursion time, and response
time. For excursion size, the interaction is largely due to
greater differences between rise size and fall size at smaller
intervals~D f 50.6 st andD f 50.5 st! than at the largest in-
terval (D f 50.2 st). For excursion time and response time,
on the other hand, the interaction is largely due to the lack of
differences at the intervals of 4 and 7 st. In contrast, both
excursion time and response time are longer when the inter-
val is 12 st.

The main effect of carrier is significant only for response
time, as shown in Table I. However, a number of interactions
involving carrier reached or approached significance level.
Interestingly, it is excursion size, excursion time, and re-
sponse time that have significant or near-significant interac-
tions, as can be seen in Fig. 4. English subjects show much
larger differences between /malamalama/ and the schwa than
Mandarin subjects for excursion size, excursion time, and
response time. Furthermore, Mandarin speakers’ excursion
size is smaller when the carrier is /malamalama/ than when it
is the schwa, whereas the difference with English speakers is
reversed. It is possible that, for the Mandarin speakers, it is
less natural to change pitch repeatedly within a sustained
vowel than to associate each pitch value with a syllable,
because the latter is similar to what they do in speaking their
native language. If this is the case, in performing the task
they may tend to use the usual pitch range for lexical tones
which has been found to require only a small portion~up to
6 st, cf. Xu, 1999, in press! of a speaker’s pitch range~up to
2 octaves, cf. Fairbanks, 1959!. For the English subjects, in
contrast, maybe associating a different pitch with each of the
successive syllables is quite unnatural and consequently they
had to use more effort in performing the task, resulting in a
larger pitch range.8

Also, male subjects show larger differences between
/malamalama/ and the schwa than female subjects for all
three measurements~though only near-significance level for
response time!. The differences may seem to indicate that,
with respect to these interactions, female speakers overall
behave more like Mandarin speakers than like English
speakers. However, the two probability levels do not seem
high enough to warrant a clear conclusion about the gender
effect at this point.

Somewhat surprisingly, the main effect of gender was
not significant for any of the measurements except response
time. But, response time is longer for female subjects than
for male subjects, which is just the opposite of what is sug-

gested by Sundberg’s~1979! data. Nor was there any signifi-
cant interaction between gender and direction as can be ob-
served in Sundberg’s data. As it turns out, however, there are
other gender differences that are actually quite robust, as we
will discuss next.

B. Excursion time versus response time

As suggested in Fig. 1, a complete pitch shift probably
consists of three phases: acceleration, rapid glide, and
deceleration.9 Response time, as defined by Ohala and Ewan
~1973! and Sundberg~1979!, is the amount of time it takes
the speaker to complete the middle 75% of a pitch change.
Conceptually, therefore, pitch movement during response
time corresponds largely to the fast glide phase of the pitch
shift, and the rest of the excursion time to the initial accel-
eration and final deceleration. A comparison of excursion
time with response time may thus let us see the distribution
of time between the fast glide and acceleration–deceleration
phases of a pitch shift. Table III displays excursion size,
excursion time, response time, and the ratio of excursion
time to response time broken down according to interval,
direction, and gender.

As can be seen in the table, the ratio of excursion time to
response time ranges from 1.62 to 2.07, and the mean ratio is
1.87. Thus, excursion time is always much longer than re-
sponse time, and in many cases even more than twice as
long. This indicates that a large portion of excursion time is
missing when estimating the maximum speed of pitch
change with response time alone.

Table III also reveals an interesting gender difference in
terms of the ratio of excursion to response time. A five-factor
~language, gender, direction, carrier, and interval! mixed
ANOVA finds the main effect of gender highly significant for
this ratio: f (1,32)5187.26,p,0.0001. Also highly signifi-
cant are the main effect of interval@ f (1,32)524.24,p
,0.0001# and the interaction between gender and interval
@ f (1,32)526.63,p,0.0001#. As can be seen in the last row
of Table III, for male speakers the excursion/response ratio
remains fairly constant around 2. But, for female speakers
the ratio increases steadily from 4 to 12 st, and is smaller
than that of the males even for the largest intervals. Looking
closer for the source of this difference, we notice in Table III
that at each interval in both directions, female speakers have
shorter excursion time but longer response time than male
speakers. All this seems to indicate that female speakers use
less time than male speakers in the acceleration and decel-
eration phases of the pitch shift. There are two possible ex-

TABLE II. Correlation ~r! of various factors~computed from 432 mean values of each measurement:
2 directions32 carriers33 intervals336 subjects5432 means!.

Excursion
size

Excursion
time

Excursion
speed

Maximum
velocity

Response
time

Excursion size 1.000 0.384 0.859 0.920 0.212
Excursion time 1.000 20.103 0.084 0.845
Excursion speed 1.000 0.956 20.194
Maximum velocity 1.000 20.106
Response time 1.000
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planations for this finding. The first is that female speakers
have more powerful laryngeal muscles than male speakers so
that they can start and stop a pitch shift faster than male
speakers can. The second explanation, which we think is
more plausible, is that female speakers have less laryngeal

mass and hence less laryngeal inertia, thus needing less time
than male speakers to initiate and end a pitch shift.

The main effects of direction and carrier also reach
significance level @ f (1,32)56.088,p50.0191; f (1,32)
55.475,p50.0257]. But, the differences in the means are

FIG. 4. Interactions of carrier with
language and gender on excursion
size, excursion time, and response
time. Results of the five-factor mixed-
measure ANOVAs for each interaction
are displayed on top of the respective
graph.

TABLE III. Excursion size, excursion time, response time, and ratio of excursion time to response time. The ratios are means of individual ratios fromall
subjects.

Direction Rise Fall

Interval 4 7 12 4 7 12

Gender f m f m f m f m f m f m Mean

Excursion size~st! 3.3 3.7 4.4 4.5 6.8 6.1 3.9 4.3 4.9 5.1 6.8 6.5 5.0
Excursion time~ms! 120 129 123 133 144 148 122 132 126 133 137 144 133
Response time~ms! 75 64 72 65 80 73 76 67 75 69 76 73 72
Excursion/response 1.62 2.07 1.70 2.07 1.82 2.04 1.62 2.00 1.69 1.96 1.83 2.02 1.87
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so small~1.878 vs 1.844 for rise and fall, and 1.847 vs 1.876
for /malamalama/ and schwa! that we do not want to at-
tribute them much importance.

C. Excursion time and excursion speed as functions
of excursion size

We can see in Table I that excursion time, response time,
excursion speed, and maximum velocity all vary signifi-
cantly with pitch change interval. To observe their relation
with pitch change interval in more detail, excursion time,
excursion speed, and maximum velocity are plotted as func-
tions of excursion size in all conditions for all the subjects in
Fig. 5. As can be seen in the figure, in general both excursion
speed and maximum velocity change fairly linearly with ex-
cursion size. Based on this observation, simple linear regres-
sions were performed for each subject on both pitch rises and
falls, with excursion size as independent variable and excur-
sion time, excursion speed and maximum velocity as depen-
dent variables.

Table IV shows the coefficients~intercept and slope, i.e.,
b anda in z5b1ax! of simple linear regressions of excur-
sion time over excursion size, as well as excursion time com-

puted with these regression parameters for the excursion
sizes of 4, 7, and 12 st. Also shown in the table are the
maximum, minimum, and standard deviation of the coeffi-
cients and computed excursion time across subjects. As can
be seen, the deviation of the computed excursion time is
quite large, especially when the excursion size is large. To
reduce the deviation, three subjects~Nos. 11, 15, 36! whose
computed excursion time at any of the six excursion sizes
(3 sizes32 directions) deviates more than 2 standard devia-
tions about the mean were taken out, and a new set of re-
gression coefficients and computed excursion time values
was obtained, as shown in Table V.

Regression coefficients for excursion speed and maxi-
mum velocity were also computed and are displayed in
Tables VI and VII together with the predicted values at ex-
cursion sizes of 4, 7, and 12 st. Consistent with Fig. 5, for
both excursion speed and maximum velocity, the meanR2

values for pitch rise~0.723 and 0.734! and pitch fall~0.708
and 0.753! are quite high in Tables VI and VII. This further
suggests that the relationship between excursion size and ex-
cursion speed is quite linear. The linear equations displayed
in Tables VI and VII can therefore be used to predict the

FIG. 5. Scatter plots of excursion
speed, maximum velocity, and excur-
sion time produced by all subjects as
functions of excursion size. Only data
points meeting the criteria listed in
Sec. II D ‘‘F0 extraction and measure-
ment’’ are included. Each plot thus
consists of 3553 data points.

TABLE IV. Coefficients ~intercept and slope! of simple linear regressions of excursion time over excursion size, excursion time computed with these
coefficients for the excursion sizes of 4, 7, and 12 st, andR2 of the regression analyses. Data rows 1–4 display the mean, maximum, minimum, and standard
deviation, respectively. In the Max and Min rows, all the values exceptR2 are taken from the subject whose average rise time or fall time across the three
intervals is the largest among all subjects. This way the maximum and minimum rise time can be computed with the corresponding intercept and slope values.

Intercept Slope

Rise time~ms!

R2 Intercept Slope

Fall time ~ms!

R24 st 7 st 12 st 4 st 7 st 12 st

Mean 90.4 9.7 129 158 206 0.355 100.9 6.3 126 145 177 0.201
Max 146.7 32.3 216 313 475 0.714 138.9 22.5 171 209 321 0.672
Min 48.7 3.1 91 105 128 0.053 51.3 20.5 95 99 97 0.008
Std dev. 22.0 6.0 25.6 39.1 66.4 0.172 18.7 4.4 17.9 26.5 45.9 0.167
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TABLE V. Coefficients ~intercept and slope! of simple linear regressions of excursion time over excursion size, excursion time computed with these
coefficients for the excursion sizes of 4, 7, and 12 st, andR2 of the regression analyses~data from 33 subjects!. Data rows 1–4 display the mean, maximum,
minimum, and standard deviation, respectively. In the Max and Min rows, all the values exceptR2 are taken from the subject whose average rise time or fall
time across the three intervals is the largest among all subjects. This way the maximum and minimum rise time can be computed with the corresponding
intercept and slope values in the table.

Intercept Slope

Rise time~ms!

R2 Intercept Slope

Fall time ~ms!

R24 st 7 st 12 st 4 st 7 st 12 st

Mean 89.6 8.7 124 150 194 0.356 100.4 5.8 124 141 170 0.193
Max 75.8 20.6 158 220 323 0.714 104.9 11.7 152 187 245 0.672
Min 73.1 4.6 91 105 128 0.053 102.1 20.5 100 99 97 0.008
Std dev. 20.3 4.4 18.8 26.6 45.4 0.179 15.4 3.5 15.9 23.0 38.5 0.158

TABLE VI. Coefficients ~intercept and slope! of simple linear regressions of excursion speed over excursion size, excursion speed computed with these
coefficients for the excursion sizes of 4, 7, and 12 st, andR2 of the regression analyses~data from 33 subjects!. Data rows 1–4 display the mean, maximum,
minimum, and standard deviation, respectively. In the Max and Min rows, all the values exceptR2 are taken from the subject whose average rise time or fall
time across the three intervals is the largest among all subjects. This way the maximum and minimum rise speed can be computed with the corresponding
intercept and slope values in the table.

Intercept Slope

Rise speed~st/s!

R2 Intercept Slope

Fall speed~st/s!

R24 st 7 st 12 st 4 st 7 st 12 st

Mean 10.8 5.6 33 50 78 0.723 8.9 6.2 34 52 83 0.708
Max 9.0 8.6 43 69 112 0.914 20.6 10.3 41 72 123 0.906
Min 10.2 3.6 25 35 54 0.325 13.0 3.4 27 37 54 0.371
Std dev. 4.3 1.3 4.8 8.0 14.2 0.139 5.0 1.6 4.6 8.4 15.8 1.46

TABLE VII. Coefficients~intercept and slope! of simple linear regressions of maximum velocity over excursion size, maximum velocity computed with these
coefficients for the excursion sizes of 4, 7, and 12 st, andR2 of the regression analyses~data from 33 subjects!. Data rows 1–4 display the mean, maximum,
minimum, and standard deviation, respectively. In the Max and Min rows, all the values exceptR2 are taken from the subject whose average rise time or fall
time across the three intervals is the largest among all subjects. This way the maximum and minimum values can be computed with the corresponding intercept
and slope values in the table.

Intercept Slope

Max rise velocity~st/s!

R2 Intercept Slope

Max fall velocity ~st/s!

R24 st 7 st 12 st 4 st 7 st 12 st

Mean 12.4 10.5 54 86 139 0.734 26.8 212.1 255 292 2152 0.753
Max 0.2 18.0 72 126 216 0.927 211.8 28.7 246 272 2116 0.941
Min 20.8 6.2 46 64 95 0.270 13.9 218.2 259 2113 2204 0.410
Std dev. 7.7 2.5 7.9 13.9 25.6 0.137 9.0 2.1 6.1 10.0 19.7 0.126

TABLE VIII. Mean values of turn-point-to-m ~ms! under the effects of language, gender, turn type, and interval,
together with probability values resulting from four-factor mixed-measure ANOVAs.

Language (p50.0021) Chinese English

Gender (p50.0241) Female Male Female Male

Turn type (p50.0012) Valley Peak Valley Peak Valley Peak Valley Peak

23.7 5.8 20.2 21.9 12.9 18.1 24.6 29.8

TABLE IX. Comparison of response time measured by Sundberg~1979! and computed response time based on
the present data.

Gender

Rise response time Fall response time

4 st 7 st 12 st 4 st 7 st 12 st

Sundberg~1979! Female 75 81 98 62 68 70
Male 83 89 104 73 72 75

Present study Female 73 80 91 75 78 84
Male 63 78 104 65 73 86
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maximum speed of pitch change at different pitch change
intervals. The data on maximum velocity as of yet do not
have any real speech data with which to compare. However,
in situations where the onset or offset of a pitch change is
hard to determine, and maximum instantaneous velocity is
the only measurable speed indicator, data in Table VII may
be used as useful reference.

D. Alignment of peak and valley with syllable

For trials with /malamalama/ as the carrier, analysis was
also done on the alignment ofF0 peaks and valleys relative
to syllable boundaries. Table VIII displays the mean values
of turn-point-to-m ~including both peak-to-m and valley-to-
m!, broken down according to language, gender, and turn
type. Also displayed in the table are the probability values
resulting from four-factor mixed-measure ANOVAs. Of the
independent variables, language and gender are between-
group factors, and turn type and interval are within-group
factors. The effect of interval is not significant and thus is not
included in the table. As illustrated in Fig. 3, a positive value
of turn-point-to-m means that theF0 peak or valley corre-
sponding to a syllable is realizedbefore the end of the syl-
lable; a negative value means that the peak or valley is real-
ized after the syllable offset; and a small value, whether
positive or negative, means that the peak or valley is realized
close to the end of the syllable. The values in Table VIII
indicate that Mandarin subjects producedF0 peaks and val-
leys closer to the syllable offset than English subjects, and
that there is a greater tendency for their peaks or valleys to
occurafter the end of the syllable. The same tendencies can
also be seen in female versus male subjects, and in pitch falls
versus pitch rises~i.e., valley versus peak!.

IV. DISCUSSION

The main goal of the present study was to assess the
maximum speed of pitch change in such a way that the as-
sessment is more relevant to our understanding ofF0 contour
variations in speech. By measuring not only response time as
done in earlier studies~Ohala and Ewan, 1973; Sundberg,
1979! but also excursion time—time used to complete 100%
of a pitch shift, the data so obtained can be more readily
compared to data collected in studies ofF0 contours in real
speech, as will be done next. As will be discussed subse-
quently, these comparisons make it possible for us to con-
sider, in more realistic terms than before, implications of the
maximum speed of pitch change on our understanding ofF0

contour production in speech in general. Finally, there are
still inadequacies in the present study which can be improved
in future research, as will be considered briefly.

A. Comparison with previous studies

There are a number of studies that have collected data to
which the current data can be compared. In particular, Sun-
dberg ~1979!, Caspers and van Heuven~1993!, Ladd et al.
~1999!, Laddet al. ~2000!, and Xu~1999! will be considered.

1. Sundberg (1979)

As mentioned earlier, Sundberg~1979!, following Ohala
and Ewan~1973!, measured the response time of pitch shift,

defined as the time to complete 75% of the pitch shift inter-
val. To compare his data with ours, we estimated the mean
response time from Fig. 3 of Sundberg~1979! ~because no
actual numbers were reported in the paper! and displayed
them in the upper two rows in Table IX. The lower two rows
of Table IX display the mean response time computed from
our current data for males and females, respectively.

As can be seen in Table IX, while the computed re-
sponse time values for pitch falls from the present study are
slightly longer than those of Sundberg’s, they are somewhat
shorter than Sundberg’s for pitch rises. Overall, the com-
puted response time in the present study is comparable to
that of Sundberg’s. This suggests that the excursion time for
Sundberg’s subjects, had it been possible to measure it, could
have been similar to that of the present study.

Also, the difference in speed between pitch rises and
falls reported by Sundberg~1979! is largely confirmed. The
mechanism behind this difference, however, is still unclear.
Judging from the fact that the difference seems to increase
with the size of pitch change, it is possible that it is due to
the different muscles involved in pitch lowering and eleva-
tion. The former probably mainly involves the cricothyroid
and thyroarytenoid, and the latter the infrahyoid strap
muscles~sternohyoid, thyrohyoid, and sternothyroid! ~Erick-
son, 1993; Halle´, 1994; Honda, 1995!, which are more pow-
erful, but slower at small ranges~Honda, 1995!.

2. Caspers and van Heuven (1993)

Caspers and van Heuven~1993! examined the effect of
time pressure on the realization of pitch rises and falls related
to accents in Dutch. They measured the excursion size and
F0 slope of pitch rises and falls associated with prenuclear
accents. Table X displays the fastest speed of pitch rises and
falls for the female speaker and male speaker reported by
Caspers and van Heuven. Also displayed in Table X are the
excursion speeds computed from our current data for the
average and fastest male and female speakers, respectively.
The fastest speaker is the one whose computed excursion
speed averaged across 4, 7, and 12 semitone is the greatest
among all female or male speakers for pitch rises or falls. As
can be seen in the table, in making pitch rises, the female
speaker in their study is a bit faster than even the fastest
female subject in the present study; the male speaker is faster
than our average male speaker but slower than our fastest
male speaker. In making pitch falls, their female speaker is
faster than our average female speaker but slower than our
fastest female speaker; their male speaker is a bit slower than
our fastest male subject but about as fast as our average male
subject. Overall, therefore, their speakers are faster than our
average speakers but somewhat slower than our fastest
speakers. This indicates that their two speakers were prob-
ably speaking near the speed limit when making the fastest
pitch changes.

As mentioned in the Introduction, however, because
they used response time for the 12-st interval reported by
Sundberg~1979! as the actual limit of speed of pitch change,
Caspers and Heuven concluded that the slope of pitch rises
and falls was well within the articulatory limits. Compari-
sons of their data with ours as shown in Table X and the
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newly-understood Sundberg data both suggest that the speak-
ers examined by Caspers and van Heuven~1993! probably
approached their maximum speed of pitch change quite fre-
quently.

3. Xu (1999)

This study examinedF0 variations in Mandarin under
the effects of tone and focus. TheF0 analysis in the study
was done with a similar procedure as used in the present
study. However, no data on the speed of pitch change were
reported in the published paper. To extract data on the speed
of pitch change from the raw data obtained in the study, we
wrote a newC program to make the measurements. The pro-
gram locates theF0 peaks and valleys at the edges of pitch
movements the same way as in the present study, and then
measures the excursion time and excursion speed. The indi-
vidual values of excursion speed were regressed over excur-
sion size as in the present study for each of the eight Man-
darin subjects. The regression equations were then used to
compute excursion speed at the excursion intervals of 4, 7,
and 12 st.

Table XI displays the mean excursion speed computed
for the three intervals for different tones together with the
excursion speed values as shown in Table VI and the mean
excursion speed values from the Mandarin subjects alone.
The values of speed of pitch change were divided into two
groups: those associated with static tones and those with dy-
namic tones. Static tones refer to the H~High! and L ~Low!
tones.F0 movements occur in this group when the tones of
two adjacent syllables differ at the syllable boundary, such as

in HL, LH, etc. Dynamic tones refer to the R~Rising! and F
~Falling! tones, to which pitch movements are presumably
intrinsic ~Xu and Wang, 2001!.

As can be seen in Table XI, although excursion speed
associated with the static tones in Xu~1999! is much slower
than the maximum excursion speed obtained in the present
study, the excursion speed associated with the dynamic tones
is fairly comparable with the present data both from all the
subjects and from the Mandarin subjects alone. This com-
parison is quite interesting, because it shows that in speech,
the maximum speed of pitch change is approached only
when there is a strong demand for a fast pitch change.

4. Ladd et al. (1999) and Ladd, Mennen, and Schepman
(2000)

These two studies investigated the alignment ofF0

peaks and valleys in the prenuclear rising accent in English
~Ladd et al., 1999! and Dutch~Ladd et al., 2000!. We com-
puted the speed of pitch change~st/s! from the data reported
in these studies and listed them in Table XII. Also listed in
the table is the speed of pitch change in the present study
estimated using the coefficients in Table VI for the same
excursion sizes.

From Table XII it can be seen that in both cases, the
speed of pitch change in those two studies is somewhat
slower than the estimated speed obtained in the present
study. This is despite the fact that both studies include con-
ditions where time pressure is potentially applied to the re-
alization of pitch movements. We do notice one thing that is
different about these two studies when compared to the stud-
ies discussed earlier, however. That is, the prenuclear accents

TABLE X. Comparison of fastest excursion speed in Caspers and van Heuven~1993! and computed excursion
speed based on the present data. The excursion sizes are as listed in Table 3 of their paper for the female and
male speakers, respectively. The excursion speed from our data was computed using the intercepts and slopes
of the fastest as well as the average male and female subjects in the present study at the same excursion sizes
as those in Table 3 of Caspers and van Heuven.

Subject

Rise Fall

Size ~st!
Slope/speed

~st/s! Size ~st!
Slope/speed

~st/s!

Caspers and van Heuven~1993! Female 6.7 72 10.1 77
Male 7.8 66 9.3 59

Present study Average female 6.7 49 10.1 69
Fastest female 6.7 67 10.1 96
Average male 7.8 53 9.3 61
Fastest male 7.8 72 9.3 84

TABLE XI. Comparison of excursion speed estimated from Xu~1999! and from the present data~same as in the
first row of Table VI!.

Rise speed Fall speed

4 st 7 st 12 st 4 st 7 st 12 st

Xu ~1999! Static tone 24 37 58 21 35 57
Dynamic tone 31 51 83 29 49 81

All speakers in
present study

33 50 78 34 52 83

Mandarin speakers
in present study

34 52 82 34 53 84
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in these studies always occur on a syllable that is followed
by an unstressed syllable. If we assume that an unstressed
syllable either does not have a pitch target of its own, or
carries only a rather weak pitch target, then it is possible that
the rise in a prenuclear accent that precedes an unstressed
syllable is not implemented under the greatest time pressure.
In other words, they are somewhat similar to the situation of
the static tones in Mandarin, whose implementation also
does not seem to require maximum speed of pitch change, as
has been shown in Table XI. Naturally, the validity of this
interpretation awaits closer examination in future studies.

B. Implications

As suggested earlier, a rapid pitch shift should consist of
three phases: acceleration, rapid glide, and deceleration. Pre-
vious studies of the maximum speed of pitch change seem to
have focused mainly on the second phase, i.e., the rapid glide
~Ohala and Ewan, 1973; Sundberg, 1979!. The present study
takes all three phases into consideration when estimating the
speed of pitch change. As it turns out, excursion time is
nearly twice as long as response time. Furthermore, it is
found that the speed of pitch change varies quite linearly
with the size of pitch change, and that it varies also with the
direction of pitch change. These findings have many impli-
cations for our understanding of pitch contours in speech as
well as other aspects of speech production. In the following,
we will discuss just a few of these implications.

1. How often is the maximum speed of pitch change
reached in speech?

The role of articulatory constraints has been widely rec-
ognized in the phonetics and phonology literature. However,
rarely do we see serious discussion on whether limits on the
speed of articulatory movements are actually reached. Per-
haps this is because of the general belief that human beings
as biological systems would not allow their physiological
limits to be approached very often when performing a task as
routine as speech. Instead, more consideration is given to the
economy of effort, as defined by Lindblom~1982!, as the
ultimate constraint in speech production. Economy of effort
implies that the speaker is capable of making a more extreme

articulation but chooses not to. A physiological limit, on the
other hand, is a threshold that the speaker simply cannot
cross. One study that does seriously consider the possible
role of articulatory limit on the speed of pitch change in
determining various aspects ofF0 contours in speech is ‘t
Hart et al. ~1990!. As discussed in the Introduction, however,
their interpretation of the data reported by Sundberg~1979!
underestimated the actual articulatory limits on the speed of
pitch change. The comparison of present data with those of
Xu ~1999! discussed earlier suggests that pitch change speed
comparable to that obtained with a paradigm as demanding
as that employed in the present study can be easily observed
in real speech in Mandarin. For Dutch, the full excursion size
found by ‘t Hartet al. ~1990! is around 6 st~p. 53!. At this
interval, the speed of 50 st/s they reported is also comparable
to the excursion speed in Table VI at the same interval. Also,
as shown in Table X, the fastest pitch change speed reported
by Caspers and van Heuven~1993! is comparable to the
maximum speed of pitch change at similar pitch shift inter-
vals. Furthermore, as mentioned by ‘t Hartet al., in English,
full-size rises and falls can span an octave and the rate of
change can reach 75 st/s~p. 49!. This again is comparable to
the computed mean excursion speed for the 12-st interval
shown in Table VI. These comparisons seem to suggest that
the maximum speed of pitch change is probably approached
or even reached more often than we have realized.

Note that this does not mean that the maximum speed of
pitch change is reached all the time. Rather, there are many
situations in which the thresholds are not likely approached.
For example, the production of the static tones~H, L! in
Mandarin probably does not often require maximum speed
of pitch change, as Table XI seems to suggest. Also, the
production of the prenuclear accent in English and Dutch
probably does not call for maximum speed of pitch change if
the stressed syllable is followed by an unstressed syllable, as
Table XII appears to suggest.10 What seems critical is that in
each specific situation we need to try to recognize if a par-
ticular biomechanical limit may be approached and whether
a condition exists that necessitates the approximation of that
limit. In the following we will discuss a number of such
situations and examine how maximum speed of pitch change
may play a role in shaping certainF0 contours in speech.

2. How may contextual tonal variations relate to
maximum speed of pitch change?

In a series of studies on contextual tonal variations in
Mandarin~Xu, 1994, 1997, 1999!, it was found that theF0

contour of a tone varies extensively with the offsetF0 of the
preceding tone, especially when there is no voiceless conso-
nant separating the vowels. The H tone in Mandarin, for
example, is produced with an apparent rising contour when it
follows the L tone. Likewise, the L tone is produced with an
apparent falling contour when preceded by the H tone. Xu
and Wang~2001! suggest that these seemingly long transi-
tions are due to the fact that it takes time to make the re-
quired pitch change when shifting from one tone to another.
What was not known, however, was how much time it would
take for such transitions to complete. As shown in Table V, it

TABLE XII. Comparison of excursion speed in Laddet al. ~1999! and Ladd
et al. ~2000! with computed excursion speed based on our data~Table VI!.
For Laddet al. ~1999!, the excursion sizes are computed from data in Ap-
pendix B of their paper, the excursion time is obtained from Fig. 3 and Table
2 of their paper. For Laddet al. ~2000!, for their experiment 1 the rise size
was estimated based on their Table I, and rise time was computed from data
in Table I as well as in the text. For their experiment 2, the rise size is from
endnote 2 and rise time from both their Table II and endnote 2. The rise
speeds in both studies were calculated by dividing rise size with rise time.

Rise size~st! Rise speed~st/s!

Ladd et al., 1999: Experiment 1 fast 3.7 21
Present study 3.7 31

Ladd et al., 1999: Experiment 2 fast 3.4 21
Present study 3.4 29

Ladd et al., 2000: Experiment 1 fast 5.4 23
Present study 5.4 40

Ladd et al., 2000: Experiment 2 6.5 31
Present study 6.5 46
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would take on average 142 ms~computed with the mean
intercept and slope for rise time in the table! for a Mandarin
speaker to complete a 6-st pitch rise. This means that in a
syllable with an average duration of 180 ms~Xu, 1999!, the
greater half of theF0 contour in the syllable would have to
be used for completing the pitch rise from the L tone to the H
tone even if the maximum speed of pitch has been achieved.
The long transitions found in Xu~1997, 1999! now seem to
have a clearly plausible articulatory explanation: speakers
probably have no way of avoiding them, given the limit of
their laryngeal physiology.

In many African tone languages, e.g., Yoruba, the H tone
is said to change into a rising tone when preceded by the L
tone, and the L tone is said to change into a falling tone when
preceded by the H tone~Hyman and Schuh, 1974!. While
there are various phonological accounts of this kind of tonal
variation ~e.g., Hyman and Schuh, 1974; Goldsmith, 1990;
Manfredi, 1993!, it is not yet clear if such changes are due to
speaker’s intentional change of the articulatory target associ-
ated with the tone. From the limited duration data that can be
obtained from Laniran~1992! and Akinlabi and Liberman
~1995!, it seems that the average syllable duration in Yoruba
is no longer than that in Mandarin. This suggests that these
dynamic F0 patterns in Yoruba probably have much to do
with speakers’ articulatory limitations. If the maximum speed
of pitch change found in the present study is universal, the
rise in the H tone and fall in the L tone are probably inevi-
table whenever they are preceded by a tone with a very dif-
ferent offset pitch.

3. What are the linguistically meaningful pitch targets
and how are they realized in speech?

As has been observed in a number of recent studies,
certainF0 events such asF0 peaks and valleys maintain a
relatively stable alignment with the onset or offset of the
syllable ~Arvaniti, Ladd, and Mennen, 1998; Caspers and
van Heuven, 1993; Kim, 1999; Laddet al., 2000; Prieto, v.
Santen, and Hirshberg, 1995; Xu, 1998, 1999, 2001!. There
are disagreements, however, over the interpretation of these
alignment patterns. In particular, Ladd and his colleagues
argue that these patterns indicate thatF0 turning points are
linguistically meaningful targets and are ‘‘anchored’’ by
speakers at the onset or offset of the syllable, and that ob-
servedF0 shapes are merely interpolations between these
targets~Arvaniti et al., 1998; Laddet al., 1999; Laddet al.,
2000!. An alternative view recently offered by Xu and Wang
~2001! and Xu ~in press! contends that observedF0 events
such as peaks and valleys are not necessarily the underlying
functional unitsper se. Rather, they are mostly products of
the interaction between underlying pitch targets and various
articulatory constraints. For example, the H, L, R, and F
tones in Mandarin probably have the underlying pitch targets
@high#, @low#, @rise#, and @fall#. In speech production, these
targets are synchronously implemented with the syllables
that carry them due to, presumably, the constraints of coor-
dinated movements~Kelso, 1984; Schmidt, Carello, and Tur-
vey, 1990!. Due to the constraint of the maximum speed of
pitch change, however, the realization of these targets in con-
texts often deviates much from their realization in isolation,

resulting in contextual tonal variations as discussed in the
previous section. Furthermore, according to this view, the
occurrence ofF0 peaks and valleys requires the right se-
quence of pitch targets, and the alignment of the peaks and
valleys depends on the properties of the pitch targets in-
volved. For example, in an LHL sequence,F0 has to rise
from the first L tone to realize the@high# of the H tone, and
then fall to realize the@low# of the second L tone. This will
result in a risingF0 contour during the H-carrying syllable, a
falling contour during the second L-carrying syllable, and a
peak near the boundary between the second and third syl-
lables.

What the findings of the present study tell us is that, no
matter what form the linguistically meaningful targets take,
implementing them takes time. If, for example, the speaker’s
task is to anchor anF0 minimum at the onset of a syllable-
initial consonant, as suggested by Ladd and colleagues, an
average speaker would have to start theF0 movement to-
ward this low point at least 124 ms earlier, even if the range
of the movement is just 4 st~cf. Table V!. Furthermore, the
speaker would have to adjust the onset of a pitch movement
according to the size of theF0 excursion toward that low
point. This has yet to be confirmed by empirical data.

If, instead, the speaker’s task is to implement a pitch
target such as@high# in synchrony with a syllable, as sug-
gested by Xu and Wang~2001!, there would be no need to
anticipate the size of theF0 movement toward this target.
Rather, the speaker just needs to start the implementation of
the pitch target at the onset of the syllable and end the imple-
mentation at the offset of the syllable. Because it takes at
least 124 ms to raise or lower pitch by 4 st according to the
present data~Table V!, much of the earlierF0 contour during
a syllable would form a transition from the preceding pitch
target toward the current target. Furthermore, the shape of
the transition and the height and slope of theF0 contour near
the end of the syllable would all vary depending on the mag-
nitude and direction of the difference between the two adja-
cent targets and the duration of the syllable. Additionally,
depending on the duration of a syllable, anF0 peak associ-
ated with it would occur either before or after its offset. All
of these have indeed been found in Mandarin~Xu, 1997,
1998, 1999, 2001!.

The present data therefore seem to provide some support
for the view that, at least in Mandarin, underlying pitch tar-
gets such as@high#, @low#, @rise#, and@fall# constitute part of
the meaningful linguistic units and they are produced syn-
chronously with their associated syllables. It is possible;
however, languages like English and Dutch are very different
from Mandarin in terms of underlying pitch targets and their
alignment, and this difference may explain the contrast be-
tween the aforementioned views. Further studies are needed
to resolve this issue.

C. Limitations, caveats, and future directions

Despite the significance of the data obtained in the
present study, we are aware of their limitations, and we want
to also point out a few caveats and identify possible future
directions. First, from Tables IV–VII it is apparent that there
are large variations across subjects. Part of the variability
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may be due to subjects’ different abilities to perform the
arbitrary task of the experiment. For example, compared to
Sundberg’s~1979! nonsinger subjects who were all taking a
musical class at the time of the experiment, ours had rather
diverse musical backgrounds. Although we did not find any
contribution of musical training, the lack of musical training
of some subjects may have contributed to the difficulty they
experienced while trying to perform the task.

Second, the 6-Hz undulation rate that we used for the
stimuli is probably a bit too fast, since even our fastest sub-
jects did not achieve that rate. We used 6 Hz to ensure that
we get the fastest speed possible. But, it may also have con-
tributed to the difficulty some subjects experienced during
the experiment. The other source of the variability may be
each individual subject’s true idiosyncratic speed of pitch
change. It would be interesting in future studies to examine
whether individual speakers’F0 contour patterns are directly
linked to their own maximum speed of pitch change.

Third, the significant effects of language, gender, and
turn type on turn-point-to-m, as shown in Table VIII, are
somewhat puzzling to us. In the /malamalama/ condition,
what the subjects were asked to do is to produce the pitch
undulation patterns together with the syllable sequences. Al-
though there were no explicit instructions as to how precisely
they should align the two, the implied requirement is that
they produce the two synchronously. The patterns shown in
Table VIII, however, do not seem to fit what one might pre-
dict from previous data. We know that female speakers might
have faster speed of pitch change according to Sundberg’s
~1979! data, or they may have fasterF0 movement accelera-
tion and deceleration as suggested by our new data discussed
above. We also know that Mandarin probably requires higher
precision of pitch target alignment than English because vir-
tually every syllable is specified with a lexical tone. Finally,
we know from data reported by Ohala and Ewan~1973!,
Sundberg~1979!, and the current study that lowering pitch is
faster than raising it. As speculated by Ohala~1978!, ‘‘since
they can be accomplished quicker, they@falling tones# might
be less likely than rising tones to ‘spill over’ onto the next
syllable’’ ~p. 31!. All these seem to suggest that the turning
points should more likely occur after rather than before the
end of the pitch-associated syllable for male than for female
speakers, for Mandarin than for English speakers, and for
rises than for falls. The fact that the opposite of all of these
was found in the present data might suggest that there is
some subtle but critical difference between subjects’ tasks in
the present study and the task of producing linguistically
meaningful words and phrases.

Finally, this study did not look directly into the physiol-
ogy of pitch production. And, the few physiological studies
we reviewed could not provide us with direct explanations
about the speed of pitch change observed in this study. So, it
is not yet clear to us what, at the muscular level, makes
changing pitch take as much time as found in the present
study. This, again, can be resolved only by future studies.

V. CONCLUSIONS

The goal of the present study was to assess the maxi-
mum speed of pitch change in such a way that the results can

be directly compared to data from real speech. This was
motivated by our realization that previous attempts at mea-
suring the speed of pitch change have provided only a partial
picture. They obtained data only on response time—time
needed to complete 75% of a pitch shift. As shown in Fig. 1,
that corresponds only to the fast glide phase of a pitch shift.
It became apparent to us that the initial acceleration and final
deceleration should also be taken into consideration before
the data on the speed of pitch change can be fully useful for
speech research. In this study, we adopted a new experimen-
tal paradigm in which subjects produced rapid pitch shifts by
imitating a series of model pitch undulation patterns. This
enabled us to measure the complete duration of each pitch
shift as well as that of the response time as defined in previ-
ous studies.

As it turns out, it takes nearly twice as long to complete
an entire pitch shift as it takes to execute the middle 75% of
the shift. This finding indicates that physiological limitation
on the speed of pitch movement is probably much greater
than has been recognized. More interestingly, we find that
the maximum speed of pitch change obtained in this study is
comparable to the maximum speed of pitch change observed
in a number of existing studies on real speech. This suggests
that the role of physiological constraints in determining the
shape and alignment ofF0 contours in speech is probably
more important than has been appreciated. While it is likely
that very often articulatory movements do not reach maxi-
mum speed due to speakers’ choice of not using excessive
effort, in many other occasions, as the new data show, the
absolute limit may indeed have been approached or even
reached. This means that, for pitch contour production at
least, absolute articulatory limits, just as the economy of ef-
forts as suggested by Lindblom~1982!, probably constitute a
major articulatory constraint that helps to shape the acoustic
signal in speech.

Our data also demonstrate more clearly than before the
linear relations between thesizeandspeedand betweensize
and peak velocityof pitch change. Similar linear relations
have been found between peak velocity and movement am-
plitude in both speech and nonspeech movements~Hertrich
and Ackermann, 1997; Lo¨fqvist and Gracco, 1997!. This
suggests thatF0 movements are probably quite similar to
other speech and nonspeech movements. The linear relation
between the size and speed of pitch movement also suggests
that it is imperative to know the pitch change interval when
determining whether the maximum speed of pitch change is
approached in a given case. Linear regression coefficients
displayed in Tables V–VII can be used in future studies as
references for determining for each pitch variation pattern in
a language, how much of it is explainable in terms of articu-
latory constraints, and how much of it has to be explained by
other mechanisms such as language specific phonological
rules. The method of inducing rapid pitch undulation patterns
from human subjects as used in the present study can also be
employed in future studies to test various speaker groups as
well as individual speakers to see whether and how their
speech patterns are related to their idiosyncratic limits on the
speed of pitch change.

Finally, although our findings are about the speed of
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changing pitch, they also raise the question of whether the
maximum speed of other articulatory movements is also ap-
proached in speech more frequently than has been recog-
nized. Future efforts in finding answers to this question may
help further our understanding of speech production and
speech perception in general.
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pitch notes in the study.

2One reviewer cautioned us that English may actually produce faster pitch
change than Chinese, because prominence is realized in English asF0
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kind of contrast is used just as readily in Mandarin. In any case, as it turned
out, we found no significant difference in speed of pitch change between
speakers of these two languages.
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4As described in Xu~1999!, the trimming algorithm removes only local
bumps in anF0 curve involving adjacent vocal periods. As shown in Fig. 2
in Xu ~1999!, the ‘‘trimming’’ makes sure that sharp local bumps are not
mistaken as true extreme pitch points by subsequent algorithms that locate
peaks and valleys in anF0 curve.

5We also considered the ERB scale~Hermes and van Gestel, 1991; Hermes
and Rump, 1994!, but did not find it appropriate for our purpose, because it
reduces the speaker differences too heavily.

6Although it is conceptually more appropriate to calculate response time
using excursion size expressed in semitone, numerically the difference be-
tween the two ways of measurement is quite small. Besides, it is critical
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7We also examined the possible contribution of musical training, but did not
find any.
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9We are not suggesting, however, that there are clear boundaries between the
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10The same can also be seen in the rise data in Table 3 in Caspers and van
Heuven~1993!.
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Electromagnetic articulograph~EMA! devices are capable of measuring movements of the
articulatory organs inside and outside the vocal tract with fine spatial and temporal resolutions, thus
providing useful articulatory data for investigating the speech production process. The position of
the receiver coil is detected in the EMA device on the basis of a field function representing the
spatial pattern of the magnetic field in relation to the relative positions of the transmitter and
receiver coils. Therefore, the design and calibration of the field function are quite important and
influence the accuracy of position detection. This paper presents a nonparametric method for
representing the magnetic field, and also describes a method for determining the receiver position
from the strength of the induced signal in the receiver coil. The field pattern in this method is
expressed by using a multivariate spline as a function of the position in the device’s coordinate
system. Because of the piecewise property of the basis functions and the freedom in the selection of
the rank and the number of the basis functions, the spline function has a superior ability to flexibly
and accurately represent the field pattern, even when it suffers from fluctuations caused by the
interference between the transmitting channels. The position of the receiver coil is determined by
minimizing the difference between the measured strength of the received signal and the predicted
one from the spline representation of the magnetic field. Experimental results show that the error in
estimating the receiver position is less than 0.1 mm for a 14314-cm measurement area, and this
error can be further reduced by using a spline-smoothing technique. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1445785#

PACS numbers: 43.70.Aj, 43.70.Jt@AL #

I. INTRODUCTION

By observing the dynamically changing behavior of the
speech articulators, we can deepen our understanding of the
motor process in the production of speech utterances. Elec-
tromagnetic articulograph~EMA! devices have been studied
as tools for providing useful information about the position
and movement of fixed points inside and outside the vocal
tract with a high degree of spatial and temporal resolution
~Hixon, 1971; Sonoda, 1974; Scho¨nle et al., 1987; Scho¨nle
et al., 1989; Tuller et al., 1990; Perkell et al., 1992;
Kaburagi and Honda, 1994!. Because the EMA device uses
static or alternating magnetic fields, it is much less invasive
than x-ray techniques~Fujimuraet al., 1973; Kiritani et al.,
1975! to obtain a large amount of articulatory data. Although
the problem of invasiveness to the subject can be completely
avoided with ultrasonic imaging techniques~Morrish et al.,
1984; Shawkeret al., 1985; Stoneet al., 1988; Stone, 1990;
Stone and Lundberg, 1996!, such techniques are limited by
their relatively slow frame rate. The EMA device is also
effective for studying dynamic models of articulatory move-
ments ~Kaburagi and Honda, 2001!, articulatory-based
speech synthesis~Kaburagi and Honda, 1998!, and acoustic-
to-articulatory inversion problems~Suzukiet al., 1998!.

The two-dimensional EMA device with alternating mag-
netic fields~Schönle et al., 1987! uses three transmitter coils
driven by currents of different frequencies. It simultaneously
measures the electromagnetically induced currents in mul-
tiple receiver coils attached to the articulators and detects
their positions in the midsagittal measurement plane. To ob-
tain spatial information from the received signal, the spatial
pattern of the magnetic field is represented as a voltage-to-
distance function~VDF! incorporating the distance of a
given receiver from any one of the three transmitter coils.
Schönle et al. ~1987! proposed a VDF in which the received
signal was inversely proportional to the transmitter–receiver
distance cubed. The position of the receiver coil is then de-
termined as the crossing point of three circles, the center and
radius of each given by the transmitter position and corre-
sponding transmitter–receiver distance estimated using the
VDF from the received signal.

On the other hand, Perkellet al. ~1992! expressed the
exponent part of the VDF as a polynomial function of the
transmitter–receiver distance, and also described the impor-
tance of calibrating the VDF parameters in the local region in
which the receiver coil would be located during the experi-
ment. It has been recognized that the parameter calibration is
of importance as well as the field representation problem
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~Gracco and Nye, 1993; Hoole, 1993!, and Kaburagi and
Honda ~1997! extended the idea of the local calibration to
propose an adaptive method of the parameter calibration.
This method was performed by selecting calibration data
samples neighboring the receiver position during the experi-
ment, which wasa priori unknown, resulting in a higher
measurement accuracy.

The effectiveness of local and adaptive calibration meth-
ods indicates that the global pattern of the actual magnetic
field deviates from the theoretical field based on the assump-
tion that a transmitter coil functions as a dipole source, and
hence a VDF with fixed parameters only holds for a re-
stricted region. A possible source of this pattern deviation is
interference among the transmitting channels of the EMA
device, which would affect the strength of the magnetic
fields with each other. For example, the transmitter coils
could be mutually inductive. Then, for any given transmitter
coil, currents would be induced by neighboring transmitters
so that the resulting reproduction of magnetic field attenuates
the surrounding fields of the corresponding frequencies.

In this paper, we present a novel approach for represent-
ing the spatial pattern of the magnetic field and describe how
the receiver position can be calculated using the proposed
field function. Instead of using the voltage-to-distance func-
tion, the field pattern in our method is expressed by multi-
variate B-spline functions~Schumaker, 1981; Dierckx,
1993!, which can depict a smooth curved surface as a linear
combination of piecewise basis functions. The position and
orientation of the receiver coil is then determined by mini-
mizing the difference between the measured and predicted
signal strengths.

The spline function has the following advantageous
characteristics when used to represent the magnetic field.
First, each basis function is defined locally and there are
freedoms in the selection of the rank and the number of the
basis functions. These flexibilities allow the spline function
to accurately represent the desired curved surface. Second,
the field pattern is expressed as a function of thex andy axes
of the device, whereas the VDF only takes the
transmittance–receiver distance into account. Therefore, our
method explicitly accommodates the field function to the ac-
tual magnetic field even when it has location-dependent fluc-
tuations. Third, the spline function provides a closed-form
representation of the entire field pattern. Therefore, the pro-
posed method circumvents the computationally inefficient
pattern matching used in the adaptive calibration method to
discover the local calibration data~Kaburagi and Honda,
1997!. In calculating the receiver position, the optimal values
of three unknown parameters, i.e., the positional variablesx
and y and the orientationu, are simultaneously determined
so that the prediction error with respect to the receiver signal
is minimized. This problem becomes nonlinear, because the
basis functions of the splines are piecewise polynomial func-
tions. Therefore, a procedure based on the Gauss–Newton
method is used to solve the nonlinear optimization problem.

This paper is organized as follows. Section II explains
the spline-based representation of the magnetic field, and
Sec. III presents the method for estimating the receiver po-

sition from the strength of the induced signal. Experimental
results are then presented in Sec. IV to show the accuracy of
the proposed method in representing the magnetic field and
estimating the receiver position. The effect of smoothing the
calibration data samples is also considered. Finally, Sec. V
summarizes this work and gives our conclusions.

II. MAGNETIC FIELD REPRESENTATION

This section explains the coordinate system and mea-
surement area of the EMA device, and presents the method
for representing the spatial pattern of the magnetic field us-
ing the multivariate spline functions. Then, it describes the
calibration method to determine the values of weighing pa-
rameters included in the spline function. The explanations of
the spline function given in this section are based on Schu-
maker~1981! and Dierckx~1993!.

A. Hardware system

Figure 1 illustrates the two-dimensional EMA device
used in this study~Carstens Articulograph AG100, Ger-
many!, which has three transmitter coils positioned at verti-
cesT1 , T2 , andT3 of a regular triangle with side lengths of
64.18 cm. They are driven at carrier frequencies of 12, 12.5,
and 13 kHz, respectively, and generate alternating magnetic
fields. The measurement area of articulatory movements is
set inside triangleT1T2T3 as a 14314-cm rectangle so that it
covers the entire range of measurement points on the articu-
lators, i.e., jaw, lips, tongue, soft palate, and fixed maxillary
references on the noise bridge and upper incisors. The posi-
tion of the receiver coil is measured in a coordinate system

FIG. 1. Illustration of the spatial distribution of three transmitter coils and
the rectangular measurement area specified for the observation of the articu-
latory organs. Calibration and test data samples are taken by using the re-
ceiver coil placed at known positions, i.e., the crossing points of the grid
drawn to cover the entire measurement area, and by measuring the strength
of the induced signal. The number of the data samples for each side of the
rectangular is denoted asN.
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fixed to the transmitter coils. Note that the axes of the trans-
mitter coils are parallel to one another and perpendicular to
the measurement plane.

B. Spline-based representation of the magnetic field

The strength of the electromagnetically induced signal in
the receiver coil can be expressed asel5v l(x,y)cosu, where
v l(x,y) is the field function representing the strength of the
magnetic field, andu is the tilt angle of the receiver coil
relative to the magnetic flux, identical for every transmitter
channel. The induced signal is then reduced by a factor of
cosu. An index to the transmitters is represented asl.

We express the logarithm of the field functionv(x,y)
using a multivariate B-spline function such that

log$v~x,y!%5 (
p51

P

(
q51

Q

cpqNp~x!Nq~y!, ~1!

where Np(x) and Nq(y), respectively, represent piecewise
polynomial functions, the basis functions of the spline repre-
sentation, with respect to thex- andy-axes. The rank of these
basis functions is assumed to bem. P and Q indicate the
number of basis functions to represent the entire field pat-
tern, andcpq denotes the weighting parameter in summing
combinations of the basis functions.

Equation~1! forms a curved surface over thex–y plane
as the tensor product of the basis functions. For given data
samples v i j 5v(xi ,yj ) ( i 51,2,...,N; j 51,2,...,N), the
weighting parameterscpq can be determined so that the
curved surface interpolates these samples. Another possible
selection of the weighting parameters is the spline smoothing
in which the curved surface is made to approximate the data
samples by minimizing an error criterion. The basis function
takes zero outside a certain interval along the axis. By virtue
of this piecewise property, the spline function generally pro-
vides a good result when used for interpolating or smoothing
given data samples and reproducing the overall shape of a
curved surface. In addition, the smoothness of the surface
can be controlled by parameterm, which determines the
polynomial order of the basis function. From these proper-
ties, the spline function is applicable for a fine representation
of the magnetic field.

C. Construction of the basis functions

By setting the number and the positions of the internal
nodes, the basis functionsNp(x) and Nq(y) are uniquely
determined regardless of the data samples to be interpolated
or smoothed. Internal nodes of the two-variate spline func-
tion @Eq. ~1!# can be arranged in a rectangular regionR
5@a,b#3@c,d# as follows:

a5j12m5•••5j215j0,j1,•••,jp,•••,jP2m11

5jP2m125•••5jP215jP5b,

and

c5z12m5•••5z215z0,z1,•••,zq,•••,zQ2m11

5zQ2m125•••5zQ215zQ5d,

wherejp and zq represent the positions of the nodes along
thex- andy-axes, respectively. Note thatm nodes overlap on
both sides, and the number of nonoverlapping nodes~n!
equalsP2m andQ2m.

Then, the B-spline basis function can be constructed
from the positions of successivem11 nodes as

Np~x!5~jp2jp2m!M p~x;jp2m ,...,jp!,

and

Nq~y!5~zq2zq2m!Mq~y;zq2m ,...,zq!

for 1<p<P and 1<q<Q, whereM p(x;jp2m ,...,jp) and
Mq(y;zq2m ,...,zq) are divided difference of truncated
power function M (x;z)5(x2z)1

m21 with respect to z
5jp2m ,...,jp and z5zq2m ,...,zq , respectively. These ba-
sis functions have the following piecewise properties:

Np~x!H .0, jp2m,x,jp

50, otherwise,

and

Nq~y!H .0, zq2m,y,zq

50, otherwise,

indicating that the basic functions takes a nonzero value only
for a limited interval along the axis. The values of these basis
functions can be effectively evaluated for a specific value of
x or y using de Boor’s iterative algorithm~de Boor, 1972!.
Figure 2 illustrates examples of the B-spline basis functions
Np(x), where the rank is set at three and internal nodes are
placed at 0.0, 0.25, 0.5, 0.75, and 1.0 along thex axis. Three
nodes are overlapped on both sides at 0.0 and 1.0, and the
number of nonoverlapping nodes is three. Six basis functions
are constructed from this node assignment.

D. Determination of the weighting parameters

The weighting parameters in Eq.~1! can be determined
so that the spline function forms a curved surface interpolat-

FIG. 2. Illustration of B-spline basis functions with the rank of three con-
structed by assigning nine internal nodes along the axis. Three nodes are
overlapped on both sides and the number of nonoverlapping nodes is 3. The
values of basis functions were computed at 256 axis positions within the
interval from zero to one, by using de Boor’s algorithm~de Boor, 1972!
instead of directly evaluating divided differences of truncated power func-
tions. The traces were then drawn for each basis function by linearly inter-
polating the obtained values.
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ing or smoothing a given set of calibration data samples. The
field strength in a given location is obtained by positioning a
receiver coil parallel to the magnetic field and then measur-
ing the induced signal. For the purpose of obtaining a spline
representation of the magnetic field, the calibration data are
measured at the points of intersection of lines drawn at equal
intervals in the horizontal and vertical directions, as shown
in Fig. 1. Every calibration datum stores the measured field
strengthv i j sampled at the position (xi ,yj ) for 1< i<N and
1< j <N, whereN gives the number of samples in each axis.

The equations specifying the spline interpolation condi-
tion can be derived by substituting the calibration data
samples into Eq.~1! as

logv i j 5 (
p51

P

(
q51

Q

cpqNp~xi !Nq~yj !. ~2!

The values of the unknown parameterscpq are calculated by
solving theseN3N linear equations simultaneously.N5m
1n must be satisfied for the number of nodes (n) and the
rank of the basis functions (m) so that the number of equa-
tions is coincident with that of the unknown parameters. On
the other hand, the weights in the spline smoothing are de-
termined under the conditionN.m1n so that a criterionC,
the total square error between the measured and predicted
field strengths, is minimized, where

C5(
i 51

N

(
j 51

N H logv i j 2 (
p51

P

(
q51

Q

cpqNp~xi !Nq~yj !J 2

. ~3!

If the partial derivative ofC with respect tocpq is set to zero,
the resulting normal equation can be used to determine the
optimal values of the weighting parameters.

The procedure for forming the spline representation can
be summarized as follows. For the spatial alignment of the
internal nodes, the rectangular regionR is taken to coincide
with the measurement area, and the node position is selected
at the intersecting points of grids with equal intervals, just
like the sampling points of the calibration data. The basis
functions with respect tox- andy axes are then constructed
for given node positions under the conditionP5Q5n1m.
Finally, as described above, weights used in summing the
basis functions are calculated from the two-dimensional cali-
bration data depending on the interpolating or smoothing
condition.

III. ESTIMATION METHOD OF THE RECEIVER
POSITION

A. An error criterion of the signal prediction

This section describes the method for estimating the po-
sition of the receiver coil. The induced signal in the receiver
coil is first separated in the frequency domain to obtain each
component of the transmitting channels, which is expressed
asel for l 51, 2, and 3 below. On the other hand, the strength
of the induced signal can be predicted as a function of the
three unknown variables, positional variablesx andy and the
tilt angle u, as

êl~x,y,u!5v~x,y!cosu, ~4!

where the logarithm of the field strength is represented by
the spline function as described in the previous section@Eq.
~1!#.

Therefore, the values of these variables can be deter-
mined so that the difference between the measured and pre-
dicted signal strengths is minimized. The criterion expressing
the prediction error of the induced signal is defined as

S~x,y,u!5(
l 51

3

$ logel2 log êl%
2. ~5!

This optimization problem becomes nonlinear since the mag-
netic field is represented by the piecewise polynomial func-
tions, and we employ an iterative procedure based on the
Gauss–Newton method~Dennis and Schnabel, 1983!. The
position of the receiver coil is estimated as the solution to
this problem.

B. Derivation of the optimal solution

The values of the unknown parameters are incrementally
optimized based on the Gauss–Newton method so that the
prediction errorS is minimized. This iterative step can be
written as

xk115xk1aDxk, ~6!

where vectorsx andDx, respectively, represent the unknown
parameters and their updating values

x5~x,y,u! t, ~7!

and

Dx5~Dx,Dy,Du! t. ~8!

Here,a is a reduction parameter (0,a<1), k indicates the
index of iterations, andt denotes the transposition. The val-
ues of the updating vectorDx can be determined by solving
the normal equation

AtADx5At~e2ê!, ~9!

whereA is the Jacobian matrix representing the sensitivity of
the unknown parameters over the predicted signals

A5S ] log ê1 /]x ] log ê1 /]y ] log ê1 /]u

] log ê2 /]x ] log ê2 /]y ] log ê2 /]u

] log ê3 /]x ] log ê3 /]y ] log ê3 /]u
D . ~10!

Vectors e and ê, respectively, represent measured and pre-
dicted logarithmic signals as

e5~ loge1 ,loge2 ,loge3! t, ~11!

and

ê5~ log ê1 ,log ê2 ,log ê3! t. ~12!

The procedure for determining the optimal values of the
unknown parameters can be summarized as follows:

~1! Given the measured signale and the initial values of the
unknown parametersx0, set the counterk at zero.

~2! Calculate the predicted signalsê and the value of each
component of the Jacobian matrixA for xk. Then, solve
the normal equation@Eq. ~9!#.
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~3! Update the values of the unknown parameters@Eq. ~6!#.
~4! When a convergence is obtained, quit the procedure.

Otherwise, set the counter ask5k11 and repeat from
the second step.

In computing components of the Jacobian matrix, the
values of the basis functions and their partial derivatives
]Np(x)/]x and ]Nq(y)/]y, should be evaluated for a spe-
cific value of xk. These calculations can be effectively per-
formed based on de Boor’s incremental algorithm~de Boor,
1972!. In our study, the reduction parameter in Eq.~6! is
expressed asa50.1L, whereL is an integer ranging from 1
to 10. L is selected, at each iteration, so that the prediction
error of the received signal@Eq. ~5!# is minimized.

IV. EXPERIMENTAL RESULTS

This section presents the results of experiments con-
ducted to examine the accuracy of the proposed method in
representing the magnetic field and estimating the receiver
position. To perform the experiments, samples of calibration
and test data were measured, as shown in Fig. 1, at equally
spaced lattice points in the measurement area. The sample
numberN of calibration data was selected in the range from
3 to 10 in eight steps. The sample number was fixed at 15 for
the test data, so that the interval between adjacent sampling
points was 1 cm, and three sets were measured. Note that the
rotational angle of the receiver coil was set at zero both for
calibration and test samples. Results are first shown for ex-
periments in which a spline interpolation is used to represent
the field pattern. Next, the effect of smoothing the calibration
data samples is examined, and the convergence of the itera-
tive procedure in predicting the receiver position is pre-
sented.

A. Accuracy for representing the magnetic field

Experimental results plotted in Fig. 3 show the error
between the predicted and actual field strengths as a function

of the number of the spline basis functions used to represent
the magnetic field. The rank of the basis function (m) was
set at three, four, and five, and the weights were determined
so that the spline function formed an interpolated curved
surface for each set of calibration data. Because the number
of calibration data (N) must be equivalent to that of basis
functions (P and Q), the number of nonoverlapping nodes
(n) was set asn5N2m for specifiedN and m. Then, the
known position of each test sample (xi ,yj ) was substituted
into the spline function, and the relative error between the
predictedv(xi ,yj ) and measuredv i j signal strengths was
evaluated as 100• uv(xi ,yj )2v i j u/v i j (%). The ordinate of
the figure represents the mean error of three trials, where
errors for 15315 test samples were also averaged in each
trial.

The figure clearly indicates that the error is less than
0.06% when the number of basis functions is greater than 3.
The influence of the rank is relatively small, but an increase
of the error is observed form55 when the sample number is
greater than 7. The minimum error~0.04%! is obtained when
P andQ are greater than 6 form53. These results suggest
that the logarithm of the magnetic field is well represented
by polynomial basis functions of the second order.

B. Accuracy in predicting the receiver position

Figure 4 shows the prediction accuracy of the receiver
position. The spline interpolation of the calibration data was
used to express the magnetic field as in the previous experi-
ment, the receiver position (x,y) was calculated from the
signal strength of each test sample, and the prediction error
of the receiver position was evaluated as
A(x2xi)

21(y2yj )
2 for the actual position (xi ,yj ) included

in the test sample. The iteration number of the position pre-
diction procedure was fixed at 10. The mean of three trials is
plotted along the ordinate.

The results indicate that the prediction error is less than
0.1 mm when the number of basis functions is more than 3.
The influence of the rank of the basis functions is more ap-
parent than in the previous experiment: the prediction may

FIG. 3. Prediction error of the magnetic field strength as a function of the
number of basis functions of the spline representation. The experimental
condition specifying the rank of the basis function is denoted asm. The
number of internal nodes and the weights are determined so that the spline
function interpolates each set of calibration data.

FIG. 4. Prediction error of the receiver position as a function of the number
of basis functions. The rank of the basis function is denoted asm. The
number of internal nodes and the weights are determined based on the
interpolation condition.
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be better performed form53 if the number of basis func-
tions is the same. Whenm is set at 3 andP andQ are greater
than 5, the error is less than 0.07 mm. The errors shown in
Figs. 3 and 4 appear to have a similar tendency and indicate
that an accurate representation of the magnetic field can re-
sult in precisex andy measurements.

C. Effect of smoothing the calibration data

The weights of the spline representation can be deter-
mined, as described in Sec. II, so that given calibration data
samples are smoothly approximated by the spline function.
Estimation errors of the receiver position shown in Figs. 5
and 6 were obtained by using the smoothing spline technique
in representing the magnetic field. The figures, respectively,
indicate mean and maximum errors of the test data samples,
as a function of the number of basis functions~P andQ!. The

rank (m) was fixed at 3, and the plotting symbols in these
figures represent different numbers of calibration data
samples (N), which ranged from 3 to 10. In addition, the
symbols representing any given value ofN are connected by
straight lines. Together with the conditionP5Q5n1m, N
5P5Q holds for the spline interpolation andN.P andN
.Q for the smoothing. Therefore, the extreme right-hand
symbol in a connected sequence corresponds to the interpo-
lating condition, while the other symbols in the sequence
correspond to smoothing.

It is clear from Fig. 5 that the overall shape of every
sequence of symbols shows the same tendency regardless of
the sample number of the calibration data: the minimum er-
ror is obtained when five or six basis functions are used. In
addition, the prediction error generally decreases when the
calibration sample number increases, even when the number
of basis functions is the same, suggesting that the data-
smoothing technique can reduce the influence of random er-
ror components that occasionally arise during the measure-
ment of calibration data. By combining both results, and
using eight to ten samples of calibration data in each axis, a
minimum error of approximately 0.06 mm is obtained. Fig-
ure 6 indicates the maximum prediction error in the measure-
ment area calculated using 225 test samples. The result
shows almost the same tendency as the previous one with
respect to the number of calibration data samples and basis
functions. It can be concluded from the figure that the maxi-
mum error is below 0.25 mm if the number of basis func-
tions is set at 5 or 6.

D. Other considerations

Because the basis function of the spline representation is
determined by the spatial alignment of the internal nodes, the
alignment pattern may influence the accuracy of the pro-
posed method. An experiment was performed in which the
optimal node alignment was found by a search procedure,
such that the mean estimation error of the receiver position
was minimized. The rank and the number of the basis func-
tion was selected as 3 and 5, respectively, and spline smooth-
ing was applied to the calibration data. The number of non-
overlapping nodes, for which the search method was applied,
was set at 2, and the experiment was repeated while chang-
ing the number of calibration data from 5 to 10. The results
showed that the difference between the prediction errors with
and without optimization is very small~approximately 0.003
mm!, suggesting that the internal nodes can be placed at
equal intervals.

Finally, Fig. 7 shows a plot of the receiver position pre-
diction error as a function of the number of iterations. It is
clear from the figure that the Gauss–Newton method con-
verges rapidly and that three or four iterations are sufficient
to reach a minimum prediction error.

V. SUMMARY AND CONCLUSIONS

The representation of the magnetic field is one of the
central issues in constructing an electromagnetic position
sensing device. Commonly, the voltage-to-distance function
has been derived from the assumption that each transmission

FIG. 5. Mean prediction error of the receiver position as a function of the
number of basis functions. The number of calibration data samples along
each axis is denoted asN. The number of internal nodes and the weights are
determined so that the spline function smoothly approximates a given set of
calibration data under the square-error criterion, while the rank of the basis
function is fixed at 3.

FIG. 6. Maximum prediction error of the receiver position as a function of
the number of basis functions. Other experimental conditions are the same
as described in Fig. 5.
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coil behaves like an electromagnetic dipole~Raab et al.,
1979; Scho¨nle et al., 1987, 1989! or closely approximates
dipole behavior~Perkellet al., 1992!. This paper presented a
novel method based on a nonparametric approach. A two-
variate function is constructed by a linear sum of piecewise
polynomial functions, i.e., B-spline basis functions, to repre-
sent the magnetic field of the two-dimensional articulo-
graphic device. The piecewise property of the basis functions
makes it possible to accurately represent the spatial field pat-
tern, even when it has local fluctuations. In addition, the
spline function can provide a closed-form representation,
which is computationally superior to the adaptive method we
proposed before~Kaburagi and Honda, 1997! for calibrating
unknown parameters included in the field function.

Based on a spline representation of the magnetic field, it
is possible to predict the strength of the received signal for
three unknown parameters of the receiver coil, i.e., the posi-
tion and the tilt relative to the magnetic field, while incorpo-
rating the influence of the tilt angle. The position of the
receiver coil can be then determined by minimizing the dif-
ference between the measured and predicted signal strengths.
This framework produces a nonlinear optimization problem,
which is solved here using a Gauss–Newton-based iterative
procedure.

Experiments were performed to examine the accuracy of
the proposed method. A receiver coil was placed at each
crossing point of a grid drawn in a 14314-cm measurement
area of the magnetic device, and the received signal was
measured to obtain several calibration and test data sets.
Calibration data were used to determine the values of the
weighting coefficients of the spline function, while test data
were used to compute errors in predicting the strength of the
magnetic field and the position of the receiver coil.

The main experimental results and related consider-
ations are as follows:

~1! Experiments showed that the relative error in predicting
the magnetic field strength is less than 0.06%, when the

spline function is constructed to interpolate four or more
samples of calibration data in each axis. The influence of
the rank of the basis function is relatively small, but the
results are generally better at 3 than at 4 or 5.

~2! If the same number of calibration data samples are used
as in ~1!, the error in predicting the receiver position is
less than 0.1 mm. It was revealed that this error can be
further reduced by using the data smoothing technique.
The error generally decreases when the number of cali-
bration data samples increases for the same number of
basis functions. The optimal number of basis functions is
5, and the minimum prediction error~approximately 0.06
mm! can be obtained by using more than six calibration
data samples along each axis.

~3! About the spatial alignment of the internal nodes, the
experimental results indicated that nodes can be placed
at points separated by equal intervals on each side of a
rectangle that covers the entire measurement area.

~4! The iterative procedure was revealed to converge
quickly. Three or four iterations are enough to obtain an
accurate prediction of the receiver position.

Kaburagi and Honda~1997! showed that the measure-
ment accuracy of an articulograph device, the same one used
in this study, is 0.230 mm when the voltage-to-distance func-
tion is calibrated globally, and this error decreases to 0.106
mm when a local or adaptive calibration is performed. Ex-
perimental results presented in this paper indicate that the
spline function is slightly superior to the ordinal field repre-
sentation method when an equivalent number of calibration
data samples is used: the measurement error decreases from
0.106 to 0.084 mm for 434 calibration samples.

However, the two-dimensional articulograph device still
has the problem of off-sagittal misalignment and rotation of
the receiver coil that causes significant measurement errors.
An informal experiment indicated that the influence of the
off-sagittal misalignment can be compensated if the rotation
angle is zero: the increase of the measurement error is ap-
proximately 0.1 mm as long as the misalignment is less than
plus or minus 6 mm. However, the error rapidly increases
when the rotation angle increases. It reaches about 3 mm
when the rotation angles with respect to thex andy axes are
both 20 deg and the misalignment is 6 mm.

To overcome this problem, the proposed method should
be extended to measure the receiver coil position in three-
dimensional space as well as the rotational angle relative to
the three-dimensional pattern of the magnetic field. The prin-
ciple and architectural design of the three-dimensional ar-
ticulograph have been extensively investigated~Zierdt, 1993;
Tillmann et al., 1996; Zierdtet al., 1999, 2000!, resulting in
the construction of an actual measurement system~Carstens
Articulograph AG500, Germany!. The spline function is ex-
pected to be useful for representing the field pattern of the
three-dimensional system as well, because the magnetic
fields are generated using six transmitting channels and
hence the interference problem might be more apparent than
in two-dimensional systems. To investigate the three-
dimensional field pattern representation, experimental results
obtained in the present study would be useful to determine

FIG. 7. Prediction error of the receiver position as a function of the number
of iterations. The rank and the number of the basis functions are, respec-
tively, 3 and 7. The number of calibration data samples along each axis is 7.
Spline interpolation is used.
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the values of several parameters included in the construction
of the spline representation.
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A study was carried out to determine the relative importance to speech intelligibility of different
intensities within the speech dynamic range. The functions that were derived are analogous to
previous descriptions of the relative importance of different frequencies and are referred to here as
intensity-importance functions~IIFs!. They were obtained as follows. Sharply filtered bands of
speech~NU6 monosyllabic words! were mixed with filtered noise and presented alone or in pairs at
19 signal-to-noise ratios~225 to 41 dB!. When paired bands were tested, the level and
signal-to-noise ratio~SNR! of one band were held constant while the level and SNR of the other
band were varied. The listeners were 100 normal hearers, organized into five 20-person groups.
Each group provided speech recognition data for one of five frequency regions~141–562, 562–
1122, 1122–1778, 1778–2818, and 2818–8913 Hz!. Comparisons of the results for each group
indicated that IIFs vary with frequency and SNR. Current methods for predicting intelligibility from
physical measurements of speech audibility would need to be revised in order to take such findings
into consideration. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1445788#

PACS numbers: 43.71.An, 43.71.Gv, 43.66.Dc@CWT#

I. INTRODUCTION

The effects of intensity on speech intelligibility have
been of interest to speech and hearing scientists for almost a
century. In view of this, surprisingly little attention has been
given to the way in which the relative importance of the
speech spectrum varies with intensity. Since the classic ar-
ticulation index ~AI ! studies conducted by Bell Telephone
Laboratories over 50 years ago~French and Steinberg, 1947;
Fletcher and Galt, 1950!, there have been few attempts to
explore this topic. Some exceptions are the studies by Hirsh,
Reynolds, and Joseph~1954!, Pavlovic and Studebaker
~1984!, and Boothroyd~1990!. In the first two studies, how-
ever, the importance of the speech intensity range was not
the principal focus of the work, while in the third, the con-
clusions were based on a theoretical analysis of the shape of
the performance-intensity~P-I! function rather than on actual
experimental data.

To a large degree, lack of interest in the speech dynamic
range appears to reflect the perception that it was adequately
defined by the AI pioneers long ago. This perception was
strongly reinforced when the American National Standards
Institute AI writing group~ANSI S3.5-1969!, and the Euro-
pean researchers who developed the Speech Transmission
Index ~Houtgast and Steeneken, 1973; Steeneken and Hout-
gast, 1980! adopted the now well-known 30-dB dynamic
range.

This range has its origins in the work of Beranek~1947!.
His proposal for a uniformly weighted 30-dB range was
based on his assessment of the short-term speech spectrum
measurements reported by Dunn and White~1940!. The
strength of this idea, in comparison to the competing models

of French and Steinberg~1947! and Fletcher and Galt~1950!,
was that it was simpler and yet provided satisfactory predic-
tions for many listening conditions. However, the simplicity
of the Beranek model is also its chief weakness. As Boo-
throyd observed in 1990, certain aspects of the model are
implausible. In particular, he noted its assumption of abrupt
transitions between zero and full importance at the limits of
the dynamic range. And, as Levitt~1982! had pointed out
earlier, Dunn and White were unable to measure very soft
speech levels due to the noise limitations of their measuring
equipment. Thus, 30 dB may be a conservative estimate for
the dynamic range of speech.

The goal of this study was to investigate how the impor-
tance of added audibility for speech recognition changes
with intensity and signal-to-noise ratio~SNR!. The functions
that describe the results are analogous to previous descrip-
tions of the importance of different frequency regions for
speech intelligibility and are therefore referred to using the
name suggested by Boothroyd~1990!, intensity-importance
functions.

As conceptualized here, the intensity-importance func-
tion ~IIF! for any given frequency band within the auditory
spectrum has three major components. They are:~1! the
width ~in dB! of the effective1 dynamic range of speech
~EDRS!; ~2! the SNRs~in dB! that correspond to the upper
and lower limits of the EDRS; and~3! the relative value of
each decibel within the EDRS.

A survey of the literature reveals a number of conflicting
ideas about each of these components of the IIF. Values pro-
posed for the width of the speech dynamic range extend from
as low as 30 dB to as high as 68 dB~ANSI S3.5-1997;
Beranek, 1947; French and Steinberg, 1947; Fletcher and
Galt, 1950; Studebakeret al., 1999!. Similarly, estimates for
the upper limit of the range and the weights assigned to eacha!Electronic mail: gstudbkr@memphis.edu
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decibel within the range also differ. The upper limit, i.e., the
speech peaks level, has been variously assumed to be either
12 or 15 dB above the long-term rms speech level~Beranek,
1947; Kryter, 1962; ANSI S3.5-1969; Steeneken and Hout-
gast, 1980; ANSI S3.5-1997! or to change in level with fre-
quency~French and Steinberg, 1947; Studebaker and Sher-
becoe, 1991; Studebakeret al., 1993!, while both linear
~Beranek, 1947; Kryter, 1962; Steeneken and Houtgast,
1980! and nonlinear~French and Steinberg, 1947; Fletcher
and Galt, 1950! weighting schemes have been applied to the
interior of the range.

One of our own recent studies~Studebakeret al., 1999!
suggests that the 30-dB-wide IIF used in many audibility
models is not accurate, at least for some high-level listening
conditions. In that study, we attempted to predict the speech
recognition scores of subjects who were tested at both very
good~.15 dB! and very poor SNRs. We found that when the
AI was adjusted so that it predicted a normal-hearing group’s
scores for the quiet conditions, it did not predict them well
for the noisy conditions, or vice versa. This problem did not
occur in the case of hearing-impaired subjects whose scores
for the same conditions were similarly evaluated. Interest-
ingly, these inconsistencies were substantially reduced, with-
out causing other difficulties, by simply increasing the EDRS
from 30 to 40 dB. This suggested that the problem is not
fundamental to the AI itself, but may be due to the intensity-
importance weighting function used in the calculations.

The results of other studies also reveal the need to reex-
amine the issue of the EDRS/IIF. In two recent reports,
Rankovic~1997, 1998! concluded that the Fletcher and Galt
~1950! method for predicting speech recognition perfor-
mance is superior to the method described in ANSI S3.5-
1969. While there are many differences between these two
methods, one of the more significant differences is the IIF
that each assumes. The Fletcher and Galt IIF is substantially
broader than the ANSI IIF and presumes that the weight of
each decibel in the EDRS decreases nonlinearly in relation to
its maximum value. Thus, Rankovic’s results at least do not
support the 30-dB linearly weighted IIF used in ANSI S3.5-
1969.

If the EDRS has characteristics that differ substantially
from those long assumed by most researchers, this could
have significant practical implications. For example, if the
dynamic range of speech is larger than 30 dB, then the ef-
fects of noise at relatively good SNRs will be underestimated
when the standard IIF is used. In this case the standard will
provide misleading conclusions about the impact of rela-
tively low-level noise on intelligibility. This would be espe-
cially noticeable under narrow-band listening conditions,
such as those experienced by many hearing-impaired persons
and hearing aid users. The problem may have been exacer-
bated with ANSI S3.5-1997, in which the entire EDRS was
moved upward 3 dB relative to that specified in ANSI S3.5-
1969.

Finally, many researchers have used audibility calcula-
tions to draw conclusions about various aspects of human
auditory performance and the fundamental nature of speech
itself ~e.g., Kammet al., 1985; Humeset al., 1986; Ludvig-
sen, 1987; Zurek and Delhorne, 1987; Dubnoet al., 1989;

Ching et al., 1998; Noordhoeket al., 1999; Magnusson
et al., 2001!. If the IIF that was assumed in those calcula-
tions was incorrect, then it may be necessary to revise at least
some of the conclusions that were derived using them. For
this reason, and those noted earlier, we concluded that addi-
tional study of the IIF was needed.

II. METHOD

A. Overview

The method used in this project consisted of three basic
steps:~1! Sharply filtered bands of speech were presented to
normal-hearing subjects over a range of SNRs.~2! Speech
recognition scores for these bands were converted into AI2

values.~3! The AI values were plotted as a function of SNR
to form IIFs. A fundamental assumption underlying this ap-
proach is that the relative importance of an auditory region
can be derived from changes in the speech recognition score
that occur when the SNR or bandwidth of a speech stimulus
is varied to include or exclude that region.

Testing was carried out in each of five contiguous fre-
quency bands. Each band was presented by itself, and also in
conjunction with a second band of the same speech located
in a different frequency region. When the bands were pre-
sented in pairs, they were always spaced at least 1 octave
apart. One of the bands, called thepedestal band, was kept at
a fixed level, while the other band, called theremote band,
was varied in level. To ensure that the entire dynamic range
would be revealed, the widths of the bands were chosen so
that virtually all of the subjects would still obtain scores
below 100% when the pedestal and remote bands were heard
together and the remote band was at its highest level.

Both one-band and two-band conditions were evaluated
because each type of condition has certain disadvantages that
could bias the derivation of the IIF. When they are used
together, however, these disadvantages tend to offset one an-
other.

The main problem with narrowly filtered one-band con-
ditions is that they produce very low speech recognition
scores. This causes several potential complications. First, the
subjects may become frustrated with the difficulty of the
task, with possible effects on their morale, concentration, and
performance. Second, changes in audibility that may have a
substantial effect on intelligibility when scores are near the
middle of the performance range may have less effect, or
even none at all, when scores are at or near the bottom of the
range. Third, because the ends of the performance scale are
nonlinear, small differences in the score will produce rela-
tively large differences in the AI. This could cause large
variations in the derived importance values.

For these reasons, all of the subjects were first tested
under two-band conditions in which the pedestal band had a
relatively low fixed level and a high SNR. This produced
both an easier task and also a minimum level of performance
to which the contributions of the variable-level remote band
could be added. The bandwidths, levels, and SNRs of the
pedestal bands were chosen so that when these bands were
heard by themselves they had nominal AI values of about 0.2
and produced scores of about 20%.
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While the two-band approach addresses the problem of
low scores, it has the disadvantage that the bands might in-
teract. If speech information in the two bands were to add
synergistically, the importance function would increase more
rapidly with level. Conversely, if the energy from one band
were to spread into and mask the energy in the other band,
importance would change more slowly with level or might
even decrease.

Therefore, after completing the two-band tests we also
tested single bands so that the effects of interactions could be
estimated. The same subjects were used and each received
the same bands, SNRs, and intensity levels as in the two-
band tests. To minimize learning effects, the two-band and
one-band tests were conducted at least 1 week apart.

B. Subjects

One hundred adults~28 males, 72 females! between 18
and 35 years old~mean age: 23.6 years, age standard devia-
tion: 3.3 years! were recruited from the Memphis area to
serve as subjects. All subjects were either enrolled in college
at the time they were tested or had completed at least 1 year
of college education. None had formal academic training in
speech and hearing science.

Each potential subject received a pure-tone hearing test,
an auditory immittance test, and a series of practice mono-
syllabic word tests~50-item Auditec of St. Louis W-22 lists!
in quiet and without filtering before the experiment. Only
people with audiometric thresholds no worse than 15 dBHL
~ANSI S3.6-1996! at the octave frequencies from 125 to
8000 Hz, normal tympanograms~6100 daPa!, and practice
word scores of at least 90% were chosen.

C. Speech stimuli

The speech test stimuli were digitized copies of the Au-
ditec of St. Louis recordings of the NU6 monosyllabic word
test ~Studebakeret al., 1993!. Prior to the experiment, these
materials were software filtered into five frequency bands
~MATLAB v5.21, The MathWorks, Inc.! Filtering was per-
formed using high-order~.2500! equiripple finite-impulse-
response~FIR! bandpass filters with transition bands of 74
Hz, nominal stop-band attenuation levels of approximately
200 dB, and passband ripple of less than 0.1 dB.

The filter cutoffs were chosen so that the bands would
produce approximately equal intelligibility and have limits at
the ‘‘preferred’’ frequencies specified in ANSI S1.6-1984,
R1997. The cutoff frequencies used, the calculated filter skirt
slopes, and the calculated AIs for each of the five bands
~Studebakeret al., 1993! are reported in Table I.

After filtering, the speech was digitally amplified using
locally written software that preserved the original intensity
relationships among the 200 words that compose the NU6
test, and also between the words and a speech calibration
signal. ~The calibration signal was a recording of the test
words without their carrier phrases or the pauses between
words.! The bands were then combined to produce two-
channel recordings with the pedestal band on one channel
and the remote band on the other. Finally, each signal was
converted to 20-bit format~COOL EDIT PRO SPECIAL EDITION

v1.1, Syntrillium, Inc.!.

D. Noise stimuli

Two noises were used to restrict the audibility of the
speech within each band. The noise used with the pedestal
band was shaped to match the contour of the average
normal-hearing threshold~ANSI S3.6-1996!. The noise used
with each remote band was shaped to match the speech-
peaks spectrum of the talker. The limits of the threshold-
shaped noise were 89 to 11 000 Hz. The limits of the talker-
spectrum-matched~TSM! noise were always one-third of an
octave wider, on either side, than the limits of the speech
band with which it was combined.

E. Instrumentation

The speech stimuli were played at 25 kHz~their original
sampling rate! using a personal computer~Dell Pentium 133
MHz! with a 20-bit multichannel sound card~Layla, Echo
Audio Corp.!. The level of the pedestal band was set using a
programmable attenuator~PA4, Tucker-Davis Technologies
@TDT#!, while the remote band was first amplified an addi-
tional 10 dB~SS1, TDT! and then its level was also set with
a programmable attenuator~PA4, TDT!.

The pedestal and remote band speech signals were
routed to a mixer~SM3, TDT!, where the bands were recom-
bined and each band was mixed with the desired level of
masking noise. The mixed signals were then passed through
a headphone buffer~HB6, TDT! to a wideband insert ear-
phone ~ER-1, Etymotic Research! designed to simulate
sound-field listening conditions.

All of the subjects listened to the test stimuli monaurally
while sitting in a double-walled, sound-treated room. Noise
levels in the room were below those needed for testing au-
diometric thresholds using earphones. Measurements at the
output of the earphone indicated that there was less than
0.10% harmonic distortion at the audiometric frequencies
from 250 to 4000 Hz when the playback system was set to
deliver the highest speech level presented. Subjects were in-

TABLE I. Filter cutoff frequencies, slopes, and AIs for each band.

Band limits ~Hz!

Band number

1 2 3 4 5
141–562 562–1122 1122–1778 1778–2818 2818–8913

HP filter skirt ~dB/oct! 116 610 1187 1368 1 622
LP filter skirt ~dB/oct! 1377 2138 3033 3909 10 663
Nominal AI~%! 20.3 19.7 17.9 21.0 19.6
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structed when to listen by messages displayed on a computer
monitor. They responded by typing the words they heard on
a computer keyboard.

F. Test conditions

The 100 subjects were assigned quasi-randomly~i.e.,
without replacement! to one of five 20-person groups. The
subjects in each group were first tested with one of the ped-
estal band/remote band combinations and then with the same
remote band alone. They also received two tests with just the
pedestal band. One of these tests occurred during the two-
band conditions and the other during the one-band condi-
tions.

In the two-band tests, band 1, the lowest frequency
band, and band 5, the highest frequency band, served as ped-
estals. When band 1 served as a pedestal, it was paired with
bands 3, 4, and 5. When band 5 served as a pedestal, it was
paired with bands 1 and 2.

The band 1 pedestal was always presented at 60 dB SPL
while the band 5 pedestal was always presented at 54 dB
SPL. These are the same SPLs that each band would have if
the bands were part of an unfiltered speech signal presented
at 63 dB SPL. The level of each remote band or single band
was varied, in steps of 4 dB, to produce one of 19 SPLs
ranging from 19 to 91 dB SPL.

The threshold-shaped noise was always presented at 33
dB SPL. This was equivalent to a masked threshold level of
0 dB HL. Masked pure-tone hearing tests were used to verify
that the noise did not produce unwanted threshold elevation
in either the pedestal band or the remote band. The level of
the TSM noise varied, depending on its bandwidth, from
about 45 to about 47 dB SPL. Within the passband of the
chosen remote band, however, the TSM noise was always at
44 dB SPL.

All of the specified speech and noise levels were mea-
sured by repeatedly playing either the speech calibration sig-
nal or the masking noise itself through the testing system
into a Zwislocki coupler and a sound-level meter~Larson-
Davis 800B!. The meter was set to linear frequency weight-
ing, one-third-octave-band mode, integrate, and a 3-dB ex-
change rate. Output levels, based on a 2-min integration
interval, were read directly from the meter’s digital display.

SNRs for the five bands were derived from their respec-
tive speech and noise levels. These SNRs, when based on the
SPLs of just the speech and noise within the frequency limits
of the speech bands, had the following values. The two ped-
estal bands, 1 and 5, had SNRs of 33 and 25 dB, respectively.
Each of the remote bands and the single bands had SNRs
ranging, in 4-dB steps, from225 to 47 dB.

Every subject received one 50-word NU6 list under each
test condition presented. This corresponds to 40 NU6 lists
per subject~19 lists32 presentations11 list32 presenta-
tions!. The order of the conditions was first randomized and
then counterbalanced~Kirk, 1982! so that, for each group of
20 subjects, the four available NU6 lists were presented an
equal number of times across the subjects and SNRs. Equal
numbers of right and left ears were tested in each group. The
subjects were paid for their participation.

G. Data processing procedures

1. Conversion of scores into importance values

The importance of an auditory area is determined from
the AI change that occurs when the area is added to or de-
leted from what was previously audible. The AI change is
based on the speech recognition scores obtained with and
without the particular auditory area included in the presenta-
tion. Therefore, in order to assess the importance of an audi-
tory area, it is first necessary to convert the speech scores
into AI values.

In this study, AI values were derived from speech scores
using the relative transfer function3 reported by Studebaker
et al. ~1993!. The importance,I, of an area was then calcu-
lated using Eq.~1!. AX and AY in this equation represent
transforms of the scores obtained with and without the area
of interest included andAT represents the AI for the entire
audible area

I 5
uAX2AYu

AT
. ~1!

To simplify interpretation, each result was expressed as a
percentage.

Other AI-type procedures, such as the speech intelligi-
bility index ~ANSI S3.5-1997! or the speech transmission
index ~Steeneken and Houtgast, 1980!, assume that the im-
portance assigned to each frequency band is uniformly dis-
tributed across the dynamic range and that the dynamic range
is the same for all frequency bands. Neither of these assump-
tions was made here. Instead, the importance of each addi-
tional dB of SNR within any frequency band was viewed as
a proportional part of the total importance of the entire au-
ditory area, not just as a proportional part of an individual
frequency band.

The AT values~one for the single-band conditions and
one for the two-band conditions! were determined by sum-
ming the contiguous positive importance values within each
band and then combining the sums across bands. This ap-
proach has three advantages:~1! It permits the inclusion of
negative importance values in the IIF but does not permit
them to influence the function’s shape or magnitude within
the positive importance region.~2! It produces a set of cu-
mulative functions for which the largest values in the posi-
tive importance region across bands add to 100%.~3! It pro-
duces an average cumulative curve that falls just short of
20%, and a total cumulative curve that falls just short of
100%, thereby correctly reflecting the fact that the curves for
the five individual bands reach their peak values at different
SNRs.

2. Filter-skirt effects

Scores on filtered speech materials may be affected by
information in the filter skirts~Studebaker and Sherbecoe,
1993; Warren and Bashford, 1999; Warren, Bashford, and
Lenz, 2000!. Although the digital filters used in this study
had very steep skirts~Table I!, they were not infinitely steep.
Therefore, it was expected that the bandwidth of the speech
signal would increase with level and calculations were made
to estimate the likely effect of this factor. The results indi-
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cated that at the highest listening level~91 dB SPL!, the
score for an average normal-hearing subject would increase
by 1.1% to 5.5%, depending on the frequency band. The
mean increase was 3.2%. At lower speech levels the effect
would be smaller and, as the filter skirts have a nearly con-
stant slope, uniformly distributed across the range of presen-
tation levels used. It was concluded, therefore, that this factor
would not significantly affect the results and correction for it
was not included.

III. RESULTS

A. Experimental data

1. Two-band functions

Figure 1 shows the performance-intensity~P-I! functions
~in percent! for the two-band conditions. Each function is
based on data averaged across 20 subjects. It is apparent
from this figure that the five bands did not produce identical
P-I functions. Nevertheless, the functions have a number of
similar characteristics.

One similarity is that all five bands produced relatively
little change in the score below213 dB SNR. Also, the
absolute scores for all of the bands were close to the results
for the pedestal bands alone~band 1 pedestal521.9%, band
5 pedestal524.5%!. Both results suggest that the base of
each P-I function was determined primarily by the pedestal
band, as intended.

Between213 and 3 dB SNR, the bands all produced
curves that grow rapidly. The curves for bands 1, 2, and 4
increase similarly, while those for bands 3 and 5 do not. At 3
dB, each function’s rate of growth begins to taper off, with
some functions slowing more quickly than others. At about
15 to 19 dB SNR, growth slows further with some functions
reaching a plateau and others continuing until about 31 to 35
dB SNR. Above this they all exhibit signs of rollover.

An unusual finding was that band 3, the central band on
the frequency scale, produced noticeably better scores than
the other bands below 7 dB SNR, particularly at225 dB. It
is unclear why that occurred, but it did not appear to have
happened because of experimental error or because these

subjects were overly proficient at the task. In any case, this
result does not pose a significant problem because the critical
factor in the analysis is the change in the score with SNR,
not the score differences across bands at each SNR.

2. One-band functions

Figure 2 shows the P-I functions for the one-band con-
ditions. Notice that without the pedestal, the scores for the
five bands did not start to deviate from the baseline until29
and 25 dB SNR. Then, they all rose at virtually the same
rate with all bands producing very similar scores through 7
dB SNR.

Above 7 dB SNR, the growth rate slows and the P-I
functions start to diverge. The low-to-midfrequency bands
~1, 2, and 3! produced curves that reach a maximum at dif-
ferent levels but then remain nearly constant with level. In
contrast, the two high-frequency bands~4 and 5! produced
curves that reach a maximum at about the same SNR and
then exhibit a fairly steady decline.

Just as in the two-band conditions, the bands with the
highest and lowest frequency ranges produced the smallest
absolute scores while the more centrally located bands pro-
duced the largest scores. In this case, however, band 4, rather
than band 3, produced better overall performance.

3. Comparison of one-band and two-band functions

The overall data patterns in Figs. 1 and 2 are similar in a
number of ways. One common feature is that the P-I func-
tions for the five bands changed in a similar way at low
SNRs, but in a distinctly differently way at high SNRs. The
results for the low SNRs are consistent with the presumption
that the bands have nearly equal frequency importance. The
results at the high SNRs are not. Thus, both data sets support
the conclusion that band importance changed with SNR.
Both sets of curves also indicate that some bands produced
more change in the score, and over a broader range of SNRs,
than others.

FIG. 1. Performance-intensity functions~in %! for the two-band conditions. FIG. 2. Performance-intensity functions~in %! for the one-band conditions.
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There are also notable differences between the one-and
two-band functions. One is that the two-band functions rise
off the baseline at lower SNRs. The change in score with
SNR was also larger in the two-band conditions. However,
this is just an artifact of the absolute score size. Another
difference is that the functions for the five one-band condi-
tions overlap more closely at low SNRs, while those for the
two-band conditions exhibit more rollover at high SNRs. Fi-
nally, there are differences in the relationships among bands
2, 3, and 4 in the one-band and two-band conditions. These
differences suggest that both positive and negative interac-
tions occurred between the pedestal and remote bands and
that the interactions varied in complex ways, depending on
the speech levels and particular band combinations involved.

4. Comparison of two-band and summed-band
functions

The difference in the absolute size of the scores for the
one-band and two-band conditions makes it difficult to
evaluate the interactions that may have occurred between the
pedestal and remote bands. To deal with this problem the
scores for the two-band conditions were compared with

scores predicted from the sums of the AIs for the pedestal
band and one-band conditions. This ‘‘summed-band’’ condi-
tion makes the assumption that when two bands are pre-
sented together, each band contributes independently to the
total AI. The two-band results show what happened when the
same bands were actually presented together.

The predicted scores for the summed bands were ob-
tained by first converting the scores for the pedestal band and
one-band condition that made up each two-band condition
into AI values using the transfer function from Studebaker
et al. ~1993!. These paired AIs were then added together and
the sums converted back to scores using the same transfer
function.

Figure 3 compares the summed-band and two-band
functions for each of the five frequency ranges studied. The
means for each function type are compared in the sixth
panel. The different panels represent different groups of sub-
jects. However, the two lines within each panel are based on
data from the same 20 subjects. All 100 subjects are repre-
sented in the two mean lines.

Several patterns are evident. First, at low remote band
levels, the two-band conditions produced higher scores than

FIG. 3. Performance-intensity func-
tions for the two-band and the compa-
rable summed-band conditions. The
open symbols are the functions from
Fig. 1. The filled symbols are the func-
tions predicted from the sum of the
AIs for the pedestal band and one-
band conditions. The last panel dis-
plays the average results for the five
bands.
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the summed bands. Also, in four of the five conditions, the
two-band conditions produced higher scores than the
summed bands at levels where the remote band alone pro-
duced 0% scores~see Fig. 2!. At these very low SNRs, the
two-band results were, on average, about 3.6% higher than
the summed-band results. This difference cannot be attrib-
uted to learning because the subjects always received the
two-band conditions before the one-band conditions.

At higher SNRs, the size of what appears to be a syner-
gistic effect varied substantially with frequency. At the mid
SNRs, bands 2 and 3 showed the largest effects. These bands
were also the ones closest in frequency to their respective
pedestal bands, though they were not adjacent. The differ-
ence between the two-band and summed-band conditions
gradually diminished as the level of the remote band was
increased, until, at the highest SNRs, most conditions reveal
negative band interactions. The crossover point where the
interactions reversed direction occurred, on average, at about
20 dB SNR~64 dB SPL!.

It should be noted that the negative interactions in Fig. 3
do not indicate that one band was ever superior to two. As
Figs. 1 and 2 illustrate, performance was always better when
the pedestal band was present than when it was not. This was
true even at the highest remote band levels where the nega-
tive interactions were largest.

There was no evidence that the data were significantly
affected by a practice effect as a result of all subjects having
received the one-band conditions after the two-band condi-
tions. Such an effect, had it occurred, would have raised the

scores for the one-band conditions and thereby produced
higher scores for at least some of the summed-band condi-
tions. Also, a comparison of each subject’s two scores for the
pedestal bands, one score obtained during the two-band tests
and one during the one-band conditions, did not reveal sig-
nificant changes in performance with practice. Mean differ-
ences between the two scores ranged from 4.2% to20.4%,
with an average difference of 1.4%.

B. Derived results

1. Cumulative functions

Cumulative intensity-importance functions describe the
amount of importance that has accumulated up to a specified
SNR. They are similar to P-I functions. Figures 4 and 5 show
the cumulative IIFs derived from the two-band functions re-
ported in Fig. 1 and the one-band functions reported in Fig.
2, respectively. Each figure also displays an average func-
tion, in the right-hand panel. A comparably scaledde facto
IIF function for ANSI S3.5-1997 is included for comparison.

All of the IIFs are based directly on the original data.
That is, neither these results, nor the original data, were
smoothed or normalized in any way, with the exception that
the importance values are expressed as percentages. When
evaluating these functions, note that the lower-left area of
each IIF is determined by the high-intensity parts of the
speech signal and the upper-right area by the low-intensity
parts.

FIG. 4. Cumulative intensity-im-
portance functions~in %! based on the
two-band data. The right-hand panel
shows the average results.

FIG. 5. Cumulative intensity-im-
portance functions~in %! based on the
one-band data. The right-hand panel
shows the average results.
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Comparison of the IIFs in Figs. 4 and 5 with the P-I
functions in Figs. 1 and 2 reveals that the inter-relationships
among the bands have been well preserved. For example, at
low SNRs the functions for the various bands are similar
while at high SNRs there are substantial differences. Also,
the one-band IIFs are more like each other than the two-band
IIFs. Based on these and other similarities, it can be inferred
that the IIFs accurately reflect the relative importance of the
experimental conditions.

Some bands have peak values exceeding 20%~i.e., 1/5
of the total!, while others have substantially smaller maxi-
mum values. Thus, the total importance of the five bands
differed substantially even while their importance was simi-
lar at the poorer SNRs. Also, most of the IIFs have regions of
negative importance reflecting the rollover in the P-I func-
tions. Recall that the method used to create the functions
made it possible to include these negative effects without
influencing the positive part of the IIFs~i.e., the region to the
left of the peak value!.

2. Density functions

Although cumulative importance functions have the ad-
vantage that they can be readily related to the P-I functions
upon which they were based, density importance functions
have greater practical value because they provide a detailed
view of the relative importance of each part of the intensity
~or frequency! domain. Unfortunately, this view comes at the
cost of a high degree of variability. This occurs because each
value in a density function is based on a small subset of the
data. In the present case, each density importance value is
derived from the transforms of just two mean scores, each
based on 1000 test words.

It is well known that speech recognition scores may in-
clude substantial chance effects~Thornton and Raffin, 1978!
and it follows from statistical theory that the variability of
the difference between two scores is still greater~Snodgrass,
1977, pp. 227–228!. As importance function values are dif-
ferences between transformed speech scores, they reflect the
variability of the original scores. The same variability is also
present in the cumulative functions, but is less evident due to
the larger scale of the display.

The typical procedure to deal with local irregularities in
functions is to use curve fitting or data smoothing. Unfortu-

nately, all such procedures distort the data. This can be a
particular problem near the ends of importance functions be-
cause these regions are often viewed as having special
significance.4 It was for this reason that data smoothing was
not used up to this point. Nevertheless, due to relatively large
point-to-point variability, smoothing is necessary to produce
density importance functions that can be used in real-world
applications.

The smoothing procedure used in this study worked as
follows. A spreadsheet with two graphs was created for each
band. One graph displayed the band’s original cumulative IIF
and an estimate of its smoothed cumulative IIF; the other
graph displayed the band’s original density function and an
initial estimate of its smoothed density IIF. Both graphs were
based on the same data. To smooth the data, one of us
~G.A.S.! adjusted the values of the data points that alternated
around the then-current smoothed density function while ob-
serving the relationship between the smoothed and un-
smoothed data in both the cumulative and density graph dis-
plays. This was repeated until smoothed functions were
obtained5 that distorted the overall trends in the original data
as little as possible in both displays simultaneously.

Figures 6 and 7 show the resulting smoothed density
importance functions. The left panel of each figure displays
the functions for each frequency band, while the right panel
displays the average function for the five bands. The ordinate
of each figure is scaled so that the importance values reflect
the importance~in %! of the 4-dB intervals used to collect
the original data. To determine importance per dB, it is nec-
essary to divide the ordinate values by 4. Importance is ex-
pressed as a percentage of the total importance of all five
bands combined. Thus, each band has a different total impor-
tance, but together, the sum of the positive importance values
add to 100%. The sum of the positive values on the average
function is slightly less than 20% because all of the bands
did not reach maximum importance at the same SNR.

An aspect of Figs. 6 and 7 that requires mention is the
nominal SNRs at which the importance values are plotted. In
Figs. 1–3, the data are, of course, plotted at the actual SNRs
used. The same practice is used in Figs. 4 and 5 because the
curves depict the importance that has accumulated up to the
SNR indicated on the abscissa. In contrast, in Figs. 6 and 7,
the data are plotted like a histogram, i.e., the importance

FIG. 6. Smoothed density IIFs based
on the two-band data. The right-hand
panel shows the average results.
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values are placed at the center of the interval between the
two SNRs that contribute to them. This practice is consistent
with the methods used to generate and describe frequency-
importance functions.

Notice that the one-band and two-band importance func-
tions both show relatively large initial increases, jumping
from 0% to 3% in only one or two 4-dB steps. This large
increase was anticipated in the case of the one-band func-
tions because the shape of the transfer function causes small
changes in the score near 0% to produce large changes in AI.
It was not expected in the case of the two-band functions. A
comparison of the individual band results in Figs. 6 and 7
indicates that the two-band conditions did produce a some-
what more gradual initial rise in importance as SNR was
increased. Generally, the transition to the peak value oc-
curred over two 4-dB steps rather than one, as in the case of
the one-band data. Nevertheless, the initial increase was still
relatively large. Together, these results suggest that that some
factor besides the transfer function shape contributes to the
rapid initial increases in both the one-band and two-band
functions.

As a related matter, note in Figs. 6 and 7 that the average
density IIFs did not show as rapid an initial increase in im-
portance with SNR. Inspection reveals that this occurred in
large part because the different bands produced abrupt in-
creases in the importance at different SNRs. This suggests
that even while the importance of narrow bands may increase
quickly with SNR, intensity importance for broadband
speech may increase more slowly.

After reaching a peak value, importance gradually de-
clined with SNR until it reached zero, somewhere between
25 and 30 dB SNR. The one-band IIFs are flatter and more
alike in shape than the two-band functions. The greater vari-
ability of the two-band functions reflects the band interac-
tions described earlier.

Figure 8 compares the two average density importance
functions directly. Here, the ordinate values are multiplied by
5 so that the figure provides an estimate of the importance of
the five bands combined. The overall configurations of the
functions in Fig. 8 are similar. That is, as SNR is increased,
importance rises relatively rapidly to a peak about 8 to 12 dB
above the starting point before falling relatively gradually
but steadily to 0% importance over another 30 dB or so.
Although there are quantitative differences, the overall shape

of the IIF does not depend strongly on whether it was deter-
mined using single bands or two-band combinations. The
major difference between the two functions is that impor-
tance changes more with SNR for the two-band conditions
than for the one-band conditions. This is another result of the
positive and negative band interactions that occurred when
two bands were presented together.

3. Smoothed cumulative functions

Figure 9 shows cumulative IIFs derived directly from
the smoothed density functions in Fig. 8. Comparisons with
the mean unsmoothed cumulative functions in Figs. 4 and 5
reveal that the two sets of curves are similar to each other.
This shows that the smoothing operation did not substan-
tively alter the overall trends of the data.

4. The ANSI S3.5 functions

Figure 8 also includes thede facto density intensity-
importance function used in ANSI S3.5-1997. It has been
plotted using increments of importance per 4 dB to make it
comparable to the other two functions in the figure. The
value at215 dB SNR is only one-half as large as the others

FIG. 7. Smoothed density IIFs based
on the one-band data. The right-hand
panel shows the average results.

FIG. 8. The density IIFs obtained in this study, summed across the five
frequency bands, versus thede factoIIF for ANSI S3.5-1997.
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because it represents the importance of the half-interval~2
dB! that results when the ANSI function is mapped onto the
SNRs used in this study.

Figure 9 includes thede factocumulative IIFs used in
ANSI standards S3.5-1997, as well as the one in S3.5-1969.
The latter IIF is identical to the former except that it is
shifted 3 dB to the right.

5. One-third-octave band functions

In order to use the results of this study in a conventional
manner, it is necessary to convert them into IIFs for one-
third-octave bands. Both two-band~Table II! and one-band
~Table III! results are presented. The one-band results are
more appropriate for single narrow-band conditions while
the two-band results are more appropriate for broadband or
multiple-band conditions where interactions across the fre-
quency spectrum are more likely.

The values in Tables II and III were derived as follows.
Each of the five bands was divided into its constituent one-
third-octave bands. Each constituent band was assigned a
relative importance value within its respective larger band
using the frequency-importance data of Studebakeret al.
~1993!. These relative importance values were used to allo-
cate importance proportionately among the one-third-octave
bands within each of the five bands at each SNR. This pro-
cedure preserved the different rates of change in importance
over SNR for each of the five bands. However, the relative
importance across the one-third-octave bands within each of
the five speech bands remains constant over SNR. The re-
sults in Tables II and III cover the same frequency range as
the 1/3-octave-band method described in ANSI S3.5-1997.

In using Tables II and III, it is necessary to consider the
fact that the values listed there represent the importance~in
%! of a 4-dB change in SNR. As 1-dB steps are used in most
calculations, a table with four times as many cells~and val-
ues one-fourth as large! would be required.

IV. DISCUSSION

The results of this study indicate that the importance of
the speech intensity range has characteristics that are both
qualitatively and quantitatively different from those of thede
facto IIF now in wide use. These data are not consistent with
a 30-dB-wide function with equal weighting from215 to
115 dB. Nor are they consistent with the practice of using
the same IIF in all frequency regions.

These conclusions are evident from the unprocessed per-
centage scores. Therefore, they do not depend upon the va-
lidity of the methods used to derive the IIFs. However, to
compare our results with the literature and the ANSI stan-
dards, the data had to be transformed into IIFs. The follow-
ing observations were made regarding these comparisons.

A. Comparisons with other IIFs

In contrast to the rectangular function used in ANSI
S3.5-1997, this study revealed that the IIF is shaped more
like an asymmetric peak function. It rises relatively quickly
from the point where speech first becomes audible, reaches a
peak within 8 to 12 dB, and then gradually declines to zero
over the next 30 dB or so. It was also noted that the IIF
varied substantially across the five frequency regions inves-
tigated.

Figure 8 shows that, in relation to the present data, the
ANSI S3.5-1997 function assigns more weight to the ends of
its EDRS and less weight at the center. Figure 9 shows that
above 4 dB SNR, the slopes of the functions obtained in this
study begin to decrease while the slopes of the two ANSI
functions remain unchanged. According to the ANSI S3.5-
1997 function, speech is completely audible at 15 dB SNR,
while the ANSI 1969 function indicates that full audibility
occurs at 18 dB SNR. In this study, complete audibility was
not achieved until SNRs of 27 dB~two-band data! to 31 dB
~one-band data! were reached.

The present results are also consistent with the ANSI
functions in several ways. For example, the two-band data
produced a cumulative IIF for the five combined bands that
is similar to the ANSI S3.5-1997 function between215 and
7 dB SNR. This suggests that using these results, instead of
the ANSI S3.5-1997 IIF, is not likely to have a significant
effect on predicted speech recognition performance at rela-
tively poor to moderate SNRs. This would include many of
the studies on the effect of noise on speech intelligibility
found in the literature.

Comparisons with the IIFs reported in the classic studies
of French and Steinberg~1947! and Fletcher and Galt~1950!
are difficult because of numerous differences in assumptions
and procedures. This is particularly true of the Fletcher and
Galt study. Nevertheless, qualitatively, the IIF functions re-
ported here are more like that of Fletcher and Galt than the
function by French and Steinberg or either of the ANSI func-
tions.

B. Speech peaks

The SNR where the intensity-importance function inter-
cepts thex axis provides an estimate of the level of the ef-
fective speech peaks. These peaks are assumed to be 12 dB

FIG. 9. The cumulative IIFs obtained in this study, summed across the five
frequency bands, versus thede factocumulative IIFs for ANSI S3.5-1997
and ANSI S3.5-1969. These functions are based on the same data reported in
Fig. 8.
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in ANSI standard S3.5-1969 and 15 dB in ANSI standard
S3.5-1997. The 3-dB difference reflects the fact that the old
and new versions of the standard are based on different data.6

Because 4-dB steps were used in this study, a precise esti-
mate of the speech peak level is not possible from the current
results. However, the data in Fig. 9 tend to support the view
that it is larger than 12 dB.

The data also suggest that the effective peaks may grow
larger at higher frequencies. Again, the 4-dB step size used in
this study leaves a degree of uncertainty. However, nonzero
performance was observed to vary from SNRs of29 to 217
dB (mean5213) across frequency bands. Therefore, al-
though the present results are not inconsistent with the 15-dB
peak level assumed in ANSI S3.5-1997 for broadband
speech, different values may be appropriate for bandlimited
speech, depending on the frequency region remaining au-
dible.

C. Effective dynamic range

It is difficult to assign a single number to the EDRS
because the width of the IIF varies with frequency and im-
portance gains decline asymptotically with SNR~Fig. 9!. In
general, however, the present data suggest that the EDRS is
greater than the 30 dB value now widely assumed. For ex-
ample, the difference between the first and last nonzero im-
portance values on our functions range from 36 to 44 dB,
with an average value of just over 40 dB.

It might be argued that these results overestimate the
EDRS because the upper end of each IIF adds only a small
amount of importance that is spread over a relatively broad
range of SNRs. According to our data, 9%~two-band! to
16% ~one-band! of the intensity importance lies outside the
IIF specified in ANSI S3.5-1997. Under relatively broadband
conditions, this extra importance would not matter because

TABLE II. Importance values~in %/4 dB! for one-third octave bands based on the two band data.

Band CF~Hz!
Cutoff ~Hz!

160
141–178

200
178–224

250
224–282

315
282–355

400
355–447

500
447–562

630
562–708

800
708–891

1000
891–1122

Ctr. S/N

45 20.0565 20.0774 20.1256 20.2047 20.3077 20.4386 20.6415 20.6278 20.6473

41 20.0330 20.0451 20.0733 20.1194 20.1795 20.2559 20.6415 20.6278 20.6473

37 20.0141 20.0193 20.0314 20.0512 20.0769 20.1097 20.6077 20.5948 20.6133

33 20.0094 20.0129 20.0209 20.0341 20.0513 20.0731 20.4220 20.4131 20.4259

29 0.0047 0.0064 0.0105 0.0171 0.0256 0.0366 20.1688 20.1652 20.1704

25 0.0047 0.0064 0.0105 0.0171 0.0256 0.0366 0.0000 0.0000 0.0000

21 0.0024 0.0032 0.0052 0.0085 0.0128 0.0183 0.2026 0.1983 0.2044

17 0.0094 0.0129 0.0209 0.0341 0.0513 0.0731 0.4389 0.4296 0.4429

13 0.0283 0.0387 0.0628 0.1024 0.1538 0.2193 0.9116 0.8922 0.9199

9 0.0478 0.0654 0.1062 0.1731 0.2602 0.3709 1.1817 1.1566 1.1925

5 0.0707 0.0967 0.1570 0.2559 0.3846 0.5483 1.2492 1.2226 1.2606

1 0.1037 0.1418 0.2302 0.3753 0.5641 0.8041 1.2830 1.2557 1.2947

23 0.1555 0.2128 0.3453 0.5630 0.8462 1.2062 1.3505 1.3218 1.3628

27 0.1508 0.2063 0.3349 0.5459 0.8205 1.1697 0.9454 0.9252 0.9540

211 0.0613 0.0838 0.1360 0.2218 0.3333 0.4752 0.5402 0.5287 0.5451

215 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1688 0.1652 0.1704

Band CF~Hz!
Cutoff ~Hz!

1250
1122–1412

1600
1412–1778

2000
1778–2239

2500
2239–2818

3150
2818–3548

4000
3548–4467

5000
4467–5623

6300
5623–7079

8000
7079–8913

Ctr. S/N

45 20.5879 20.7235 21.1234 20.8941 20.4426 20.3177 20.1905 20.1001 20.0588

41 20.4975 20.6122 20.7302 20.5812 20.4426 20.3177 20.1905 20.1001 20.0588

37 20.2713 20.3339 20.4494 20.3577 20.4426 20.3177 20.1905 20.1001 20.0588

33 0.0000 0.0000 20.3370 20.2682 20.4024 20.2888 20.1732 20.0910 20.0534

29 0.2783 0.3425 20.1685 20.1341 20.1408 20.1011 20.0606 20.0318 20.0187

25 0.4522 0.5565 0.0562 0.0447 0.0402 0.0289 0.0173 0.0091 0.0053

21 0.5427 0.6679 0.4494 0.3577 0.2012 0.1444 0.0866 0.0455 0.0267

17 0.5879 0.7235 0.7302 0.5812 0.3219 0.2310 0.1385 0.0728 0.0428

13 0.6783 0.8348 0.9549 0.7600 0.4426 0.3177 0.1905 0.1001 0.0588

9 0.8140 1.0018 1.2358 0.9835 0.5231 0.3755 0.2251 0.1182 0.0695

5 0.9949 1.2244 1.7413 1.3859 0.6036 0.4332 0.2598 0.1364 0.0802

1 1.3115 1.6140 1.9660 1.5647 0.6438 0.4621 0.2771 0.1455 0.0855

23 1.5828 1.9479 1.9660 1.5647 0.7645 0.5487 0.3290 0.1728 0.1015

27 1.9898 2.4488 1.6290 1.2965 1.0462 0.7509 0.4503 0.2365 0.1390

211 1.2210 1.5027 0.9268 0.7377 1.2474 0.8953 0.5369 0.2820 0.1657

215 0.6331 0.7792 0.1123 0.0894 0.4426 0.3177 0.1905 0.1001 0.0588
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intelligibility would be at or near 100% throughout the added
range. However, under narrow-band conditions, it could in-
fluence monosyllabic word test performance by as much
15% to 25%. The effect would be larger for speech with
steeper P-I functions~e.g., sentences!. It should be noted that
concerns about an exact value for the EDRS can be avoided
by using tables of values, such as Tables II and III, that
account for the variations in importance with SNR.

The results of this study suggest that low-level noise,
under some conditions, may have a more detrimental effect
on performance than previously thought. This effect may not
be noticeable when the bandwidth is broad because then the
SNRs needed to produce less than perfect performance are
relatively poor. But, with limited bandwidth, such as in the
cases of hearing loss and hearing aids, SNRs greater than 15
dB may be needed in order to achieve the best speech rec-
ognition possible. Such results may also partly explain why
some frequently cited studies found that intelligibility predic-

tions for narrow-band speech at high SNRs are not as good
as those for broadband speech at low SNRs~Beranek, 1947;
Hirsh et al., 1954!.

D. Frequency effects

The results for each frequency band are based on less
data and are more variable than the mean results. Neverthe-
less, it is evident that frequency had an impact on all three
aspects of the IIF. In the case of the speech peaks, the highest
frequency band had the highest effective peaks. This result is
consistent with previous studies that indicate the physical
peaks vary with frequency~Dunn and White, 1940; Cox
et al., 1988; Sherbecoeet al., 1993! and also with studies
that have suggested that some number of dB should be added
to these physical peaks to derive the effective peaks~Stude-
baker and Sherbecoe, 1991; Studebakeret al., 1993!. The
most prominent frequency effect, however, was that some

TABLE III. Importance values~in %/4 dB! for one-third octave bands based on the one-band data.

Band CF~Hz!
Cutoff ~Hz!

160
141–178

200
178–224

250
224–282

315
282–355

400
355–447

500
447–562

630
562–708

800
708–891

1000
891–1122

Ctr. S/N

45 20.0047 20.0064 20.0104 20.0170 20.0255 20.0364 20.1008 20.0986 20.1017

41 20.0047 20.0064 20.0104 20.0170 20.0255 20.0364 20.1008 20.0986 20.1017

37 20.0047 20.0064 20.0104 20.0170 20.0255 20.0364 20.0336 20.0329 20.0339

33 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0336 0.0329 0.0339

29 0.0094 0.0128 0.0208 0.0339 0.0510 0.0727 0.1343 0.1315 0.1356

25 0.0141 0.0192 0.0312 0.0509 0.0765 0.1091 0.2351 0.2301 0.2372

21 0.0187 0.0257 0.0416 0.0679 0.1020 0.1454 0.3695 0.3616 0.3728

17 0.0281 0.0385 0.0625 0.1018 0.1530 0.2182 0.5038 0.4931 0.5084

13 0.0469 0.0641 0.1041 0.1697 0.2551 0.3636 0.6046 0.5917 0.6101

9 0.0656 0.0898 0.1457 0.2376 0.3571 0.5091 0.7053 0.6903 0.7117

5 0.1078 0.1475 0.2394 0.3904 0.5867 0.8363 0.7725 0.7561 0.7795

1 0.1265 0.1732 0.2811 0.4582 0.6887 0.9818 0.8397 0.8218 0.8473

23 0.1265 0.1732 0.2811 0.4582 0.6887 0.9818 1.1084 1.0848 1.1185

27 0.1078 0.1475 0.2394 0.3904 0.5867 0.8363 1.1755 1.1505 1.1862

211 0.0937 0.1283 0.2082 0.3394 0.5101 0.7272 0.2351 0.2301 0.2372

215 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Band CF~Hz!
Cutoff ~Hz!

1250
1122–1412

1600
1412–1778

2000
1778–2239

2500
2239–2818

3150
2818–3548

4000
3548–4467

5000
4467–5623

6300
5623–7079

8000
7079–8913

Ctr. S/N

45 20.0900 20.1107 21.1734 20.9339 20.2402 20.1724 20.1034 20.0543 20.0319

41 20.0900 20.1107 21.0617 20.8450 20.2402 20.1724 20.1034 20.0543 20.0319

37 0.0000 0.0000 20.6147 20.4892 20.3002 20.2155 20.1292 20.0679 20.0399

33 0.1350 0.1661 20.3911 20.3113 20.3603 20.2586 20.1551 20.0814 20.0478

29 0.2699 0.3322 20.0559 20.0445 20.0801 20.0575 20.0345 20.0181 20.0106

25 0.4499 0.5536 0.5029 0.4003 0.2001 0.1437 0.0861 0.0452 0.0266

21 0.5623 0.6921 0.9499 0.7560 0.3202 0.2298 0.1378 0.0724 0.0425

17 0.7198 0.8858 1.1734 0.9339 0.4403 0.3160 0.1895 0.0995 0.0585

13 0.8548 1.0519 1.4528 1.1563 0.5604 0.4022 0.2412 0.1267 0.0744

9 0.9447 1.1626 1.5087 1.2008 0.6805 0.4884 0.2929 0.1538 0.0904

5 0.9897 1.2180 1.5646 1.2453 0.6805 0.4884 0.2929 0.1538 0.0904

1 1.0347 1.2734 1.7322 1.3787 0.6805 0.4884 0.2929 0.1538 0.0904

23 1.1697 1.4395 1.9557 1.5566 0.7205 0.5171 0.3101 0.1629 0.0957

27 1.2596 1.5502 1.6205 1.2897 0.8406 0.6033 0.3618 0.1900 0.1116

211 1.3946 1.7163 1.0058 0.8005 0.9607 0.6895 0.4135 0.2172 0.1276

215 0.0000 0.0000 0.0000 0.0000 1.0808 0.7757 0.4652 0.2443 0.1435
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bands accumulated importance faster, and over a broader
range of SNRs, than others. As a result, both the dynamic
range of speech and the relative importance of the bands
varied with SNR.

E. Band interactions

In this study, both positive and negative band interac-
tions occurred when more than one speech band was present.
These interactions may be of interest because of their pos-
sible implications for listener performance with multiband
hearing aids. While only tentative conclusions can be drawn
about these phenomena from these data, nevertheless, some
observations can be made.

At low speech levels, subject performance in the two-
band conditions was often greater than predicted by the sum
of the independent contributions of the bands. This result
appears to be a demonstration of the synergistic effects seen
in other studies~Pollack, 1948; Hirshet al., 1954; Kryter,
1960; Grant and Braida, 1991; Mu¨sch and Buus, 2001a,
2001b!. However, unlike previous studies which found that
these effects were bigger when the bands were more widely
spaced in frequency, we observed greater synergism when
the bands were relatively close together~although they were
separated by at least an octave!.

The negative interactions that occurred at high speech
levels are also interesting. Such interactions are often said to
result from spread of masking. If this was the cause of the
rollover observed in this study, then it had to be produced by
speech masking speech because the noise levels used were
relatively low and were not varied. Further, if that is correct,
then the results for bands 1 and 2 would reflect high-
frequency spread and the results for bands 3, 4, and 5 would
reflect low-frequency spread.

Close analysis of the data revealed some unexpected re-
sults, given the classical descriptions of high- and low-
frequency spread of masking. The first was that the data
patterns for bands 1 and 2, where high-frequency spread was
more likely, were not fundamentally different from those for
bands 3 to 5, where low-frequency spread was more likely. A
second curious finding was that the negative effects of inten-
sity began at relatively low speech levels. For example, roll-
over occurred when band 1 exceeded 87 dB SPL~43 dB
SNR! and band 2 exceeded 75 dB SPL~31 dB SNR!. Al-
though this pattern is consistent with high-frequency spread
of masking, the relatively low speech levels and gradual na-
ture of the reductions at those levels suggest that a different
process may be involved.

More consistent with expectations is the observation that
band 3 produced less rollover than bands 4 and 5. Band 3
was closer to the low-frequency pedestal band. An increase
in the amount of masking with increased frequency separa-
tion is a characteristic of ‘‘remote’’ or downward spread of
masking~Bilger and Hirsh, 1956; ANSI S3.5-1969!. How-
ever, it is not possible to reach any firm conclusions about
this from the results of this study.

F. The AI equation

Equation~2! is commonly used to define the articulation
index and to illustrate the basic features of how it is calcu-
lated.

A5PE
0

`

I ~ f !W~ f !d f . ~2!

This equation states that the articulation index~A! is found
by dividing the audible spectrum into bands, multiplying
each band’s intensity weightW( f ) by its frequency weight
I ( f ), and then summing the products.W equals the effective
speech peaks-to-noise ratio~in dB! in each bandf, divided by
the dynamic range of speech~in dB!.

It is virtually always assumed that the dynamic range of
speech is constant over frequency. However, even if the
EDRS were allowed to vary with frequency, Eq.~2! would
be misleading. This is because the importance of a given
decibel of audibility within a band would be inversely influ-
enced by the size of the dynamic range assigned to that band
as a whole. This problem can be avoided by expressing the
importance of any given frequency band-by-SNR area in re-
lation to total importance, as done here, rather than only to
the importance of the band in which it is found. Procedurally,
this means that in order to obtainA, importance values for
each area of audibility need to be extracted from a lookup
table, such as Table II, or derived from a multiple regression
equation, and then added.

G. Frequency-importance functions „FIF…

Finally, it should be noted that the decision to interpret
these data as revealing a change in the IIF over frequency is
fundamentally an arbitrary choice. It is equally possible to
interpret the data as revealing a change in the FIF over SNR.
From a practical standpoint, it does not matter which way the
data are viewed. Except for possible smoothing artifacts, the
values in Tables II and III would be essentially the same
from either perspective.

The general character of the results, when viewed as a
change in the FIF with SNR, can be seen by inspection of
either the raw data~Figs. 1 and 2! or of the IIFs that were
derived from that data~Figs. 4–7!. Quantitative examples
can be generated by plotting the data in Tables II and III as a
function of frequency.

V. CONCLUSIONS

~1! IIFs for monosyllabic words are shaped like asymmetric
peak functions. They rise sharply from the point where
speech first becomes audible, reach a peak within 8 to 12
dB, and then gradually decline to zero over approxi-
mately the next 30 dB.

~2! IIFs for monosyllabic words have widths that are larger
than 30 dB but, because that width varies with frequency
and importance changes more slowly at higher SNRs, it
is not possible to describe the EDRS accurately with a
single number.

~3! The effective peaks of monosyllabic words vary in size
with frequency, becoming larger at higher frequencies.

1434 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 G. A. Studebaker and R. L. Sherbecoe: Intensity-importance functions



Overall, however, the sizes of the peaks obtained here
are not inconsistent with the 15 dB used in ANSI S3.5-
1997.

~4! The equation often used to define the AI may be mis-
leading because it implies that the IIF has the same char-
acteristics at all frequencies. This study suggests those
characteristics vary with frequency.

~5! The data from this study can also be interpreted as evi-
dence that frequency-importance functions vary with
SNR.
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Müsch, H., and Buus, S.~2001b!. ‘‘Using statistical decision theory to pre-
dict speech intelligibility. II. Measurement and prediction of consonant-
discrimination performance,’’ J. Acoust. Soc. Am.109, 2910–2920.

Noordhoek, I. M., Houtgast, T., and Festen, J. M.~1999!. ‘‘Measuring the
threshold for speech reception by adaptive variation of the signal band-
width. I. Normal-hearing listeners,’’ J. Acoust. Soc. Am.105, 2895–2902.

Pavlovic, C. V., and Studebaker, G. A.~1984!. ‘‘An evaluation of some
assumptions underlying the articulation index,’’ J. Acoust. Soc. Am.75,
1606–1612.

Pollack, I.~1948!. ‘‘Effects of high pass and low pass filtering on the intel-
ligibility of speech in noise,’’ J. Acoust. Soc. Am.82, 413–422.

Rankovic, C. M.~1997!. ‘‘Prediction of speech reception for listeners with
sensorineural hearing loss,’’ inModeling Sensorineural Hearing Loss, ed-
ited by W. Jesteadt~Erlbaum, Mahwah, NJ!, pp. 421–431.

Rankovic, C. M.~1998!. ‘‘Factors governing speech reception benefits of
adaptive linear filtering for listeners with sensorineural hearing loss,’’ J.
Acoust. Soc. Am.103, 1043–1057.

Sherbecoe, R. L., Studebaker, G. A., and Crawford, M. R.~1993!. ‘‘Speech
spectra for six recorded monosyllabic word tests,’’ Ear Hear.14, 104–111.

Snodgrass, J. G.~1977!. The Numbers Game: Statistics for Psychology~Ox-
ford University Press, New York!.

1435J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 G. A. Studebaker and R. L. Sherbecoe: Intensity-importance functions



Steeneken, H. J. M., and Houtgast, T.~1980!. ‘‘A physical method for mea-
suring speech-transmission quality,’’ J. Acoust. Soc. Am.67, 318–326.

Studebaker, G. A., and Sherbecoe, R. L.~1991!. ‘‘Frequency-importance and
transfer functions for recorded CID W-22 word lists,’’ J. Speech Hear. Res.
34, 427–438.

Studebaker, G. A., and Sherbecoe, R. L.~1993!. ‘‘Frequency-importance
functions for speech recognition,’’ inAcoustical Factors Affecting Hearing
Aid Performance, 2nd ed., edited by G. A. Studebaker and I. Hochberg
~Allyn and Bacon, Needham, MA!, pp. 185–204.

Studebaker, G. A., Sherbecoe, R. L., and Gilmore, C.~1993!. ‘‘Frequency-
importance and transfer functions for the Auditec of St. Louis recordings
of the NU-6 word test,’’ J. Speech Hear. Res.36, 799–807.

Studebaker, G. A., Sherbecoe, R. L., McDaniel, D. M., and Gwaltney, C. A.

~1999!. ‘‘Monosyllabic word recognition at higher-than-normal speech
and noise levels,’’ J. Acoust. Soc. Am.105, 2431–2444.

Thornton, A. R., and Raffin, M. J. M.~1978!. ‘‘Speech-discrimination scores
modeled as a binomial variable,’’ J. Speech Hear. Res.21, 507–518.

Warren, R. M., and Bashford, J. A.~1999!. ‘‘Intelligibility of 1/3-octave
speech: Greater contribution of frequencies outside than inside the nomi-
nal passband,’’ J. Acoust. Soc. Am.106, L47–52.

Warren, R. M., Bashford, J. A., and Lenz, P. W.~2000!. ‘‘Intelligibility of
bandpass speech: Effects of truncation or removal of transition bands,’’ J.
Acoust. Soc. Am.108, 1264–1268.

Zurek, P. M., and Delhorne, L. A.~1987!. ‘‘Consonant reception in noise by
listeners with mild and moderate sensorineural hearing impairment,’’ J.
Acoust. Soc. Am.82, 1548–1559.

1436 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 G. A. Studebaker and R. L. Sherbecoe: Intensity-importance functions



Bell clapper impact dynamics and the voicing of a carillon
N. H. Fletchera)

Research School of Physical Sciences and Engineering, Australian National University, Canberra 0200,
Australia

W. T. McGee
61 Calder Crescent, Holder 2611, Australia

A. Z. Tarnopolsky
School of Aerospace and Mechanical Engineering, University College, The University of New South Wales,
Australian Defence Force Academy, Canberra 2600, Australia

~Received 31 August 2001; revised 22 November 2001; accepted 13 December 2001!

The periodic re-voicing of the bell clappers of the Australian National Carillon in Canberra provided
an opportunity for the study of the acoustic effects of this operation. After prolonged playing, the
impact of the pear-shaped clapper on a bell produces a significant flat area on both the clapper and
the inside surface of the bell. This deformation significantly decreases the duration of the impact
event and has the effect of increasing the relative amplitude of higher modes in the bell sound,
making it ‘‘brighter’’ or even ‘‘clangy.’’ This effect is studied by comparing the spectral envelope of
the sounds of several bells before and after voicing. Theoretical analysis shows that the clapper
actually strikes the bell and remains in contact with the bell surface until it is ejected by a
displacement pulse that has traveled around the complete circumference of the bell. The contact
time, typically about 1 ms, is therefore much longer than the effective impact time, which is only
a few tenths of a millisecond. Both the impact time and the contact time are reduced by the presence
of a flat on the clapper. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1448517#

PACS numbers: 43.75.Kk@ADP#

I. INTRODUCTION

The National Carillon in Canberra was presented to the
people of Australia by Britain to mark the Golden Jubilee of
the establishment of Canberra as Australia’s national capital
in 1913. The carillon was opened by the Queen in 1970, a
year that also marked the two hundredth anniversary of
James Cook’s famous voyage in which the east coast of Aus-
tralia was mapped for the first time. The carillon itself was
designed and built by John Taylor and Company of Lough-
borough in England, and is housed in an elegant white tower
on tiny Aspen Island in Canberra’s central Lake Burley Grif-
fin. It has a total of 53 bells and its compass is four and a half
octaves from G2 to C7 . The pitch of the carillon is set a
semitone lower than standard pitch at about A45415 Hz.

The carillon is played from a keyboard and pedalboard
at a lower level in the tower~where there is also an identical
practice clavier using undercut metal slats and resonator
tubes!. An auxiliary set of hammers or clappers on a small
number of bells is used, under automatic control, to sound
out the hours and quarter hours with Westminster chimes.

Experience has shown that the sound of the bells
changes progressively as they are used. Initially the sound
improves ‘‘as the clappers get to know the bells,’’ as one
authority picturesquely puts it. After a few years of regular
use, however, the sound becomes ‘‘brighter’’ with greater
development of higher partials. While this high development
of upper partials is perhaps desirable in isolated bells, their

inharmonicity can make the sound discordant in a carillon
where bells are played in harmony.

Examination of the bells shows that the change of tone
is associated with the development of elliptical flat areas on
both bell and clapper in the impact region. As usage de-
mands, therefore, a re-voicing operation is undertaken in
which the clapper surface is ground or filed to restore its
curved shape at the impact site. This re-voicing makes the
sound ‘‘mellow’’ once again. No attempt is made to reshape
the impact site on the bell itself, since this might affect the
tuning of its overtones. One of us~W. T. McG.! is respon-
sible for the maintenance~including re-voicing! of the Aus-
tralian National Carillon, and this afforded the opportunity to
study several mechanical and musical aspects of the opera-
tion. Conveniently for our study, re-voicing had not been
carried out for several years, as more urgent mechanical mat-
ters required prior attention. Consequently, the clappers ex-
hibited a level of damage larger than normally acceptable,
making the results of re-voicing much more clear. No work
at all was required on the bells themselves, so this study is
complementary to the recent work of Boutillon and David,1

whose study concentrated upon the reconditioning of the
bells in a carillon.

Rather surprisingly, in this particular carillon, the posi-
tion on the inside of the bell against which the clapper strikes
is not initially smooth. Indeed the bell-tuning operation has
apparently been carried out on a lathe with a quite broad
cutting tool, with the result that the inside surface bears regu-
lar circumferential grooves each 1–2 mm wide and almost 1
mm deep, separated from their neighbors by flat areas also
about 1–2 mm wide. After the 30 years of playing that thisa!Electronic mail: neville.fletcher@anu.edu.au
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instrument has received, the impact site on the bell wall has
been almost flattened over an elliptical area somewhat larger
than the flat developed on the clapper, this exaggeration be-
ing due to small variations in the position of the impact site
because of mechanical slack in the mechanism.

The mechanism itself consists of a pear-shaped clapper
of cast iron, mounted on a hinged rod. The original mecha-
nism was modified some years ago, and the weight of each
clapper is now balanced by a spiral spring. The clapper is
drawn into impact with the bell by a flexible steel cable
typically about 30 cm long that connects it to the rods, le-
vers, and cables leading up from the clavier.

It is not our purpose here to survey what is known of the
acoustics of bells or of carillon design. The interested reader
will find appropriate material in a book by Fletcher and
Rossing2 and in a collection of papers edited by Rossing,3

included among which is an extensive monograph by
Bigelow.4

II. MEASUREMENTS

To examine the effects of re-voicing the clappers, three
bells were selected for study: Nos. 9 (E3), 29 (C5), and 47
(F6

]), effectively spanning the compass of the instrument.
The results for the midrange bell (C5) will be reported in
some detail and then comparable results for the other bells
quoted.

Bell 29 is about 43 cm in diameter and 36 cm in height
to its shoulder and is cast from bronze. Its mass is about 59
kg. The spherical part of its pear-shaped cast-iron clapper has
a diameter of about 95 mm. The estimated mass of the clap-
per is about 5 kg. The impact damage flat on the clapper was
approximately elliptical, with dimensions 17 mm314 mm,
while that on the inside of the bell was slightly larger at 20
mm314 mm. The grooves on the bell surface had been plas-
tically deformed so that the surface was essentially flat,
though traces of the groove pattern did remain.

The re-voicing itself was carried out by hand and eye,
using a powered angle grinder and then a file for finishing.
The resultant clapper surface was of approximately uniform
spherical curvature but had some file marks across it of ap-
proximate depth 0.1 mm.

Since the plastic washers used in the bell mount isolated
it electrically from the clapper, it was possible to examine the
contact timet simply by using the impact as a switch in a
simple electrical circuit consisting of a 9 V cell and a 1000V
resistor in series and displaying the voltage across the resis-
tor on a storage oscilloscope. When a simple impact was
achieved—a point to be considered again later—its duration
was about 0.6 ms. The same experimental arrangement was

used to measure contact time after re-voicing, the typical
duration then being about 1.0 ms, though becoming as long
as 1.3 ms for particularly gentle strikes.

An interesting feature of this experiment, which will
later be seen to be significant, is that, while impacts widely
separated in time so that the bell has ceased vibrating were
quite clean and reproducible, impacts in rather quick succes-
sion with only a few seconds separation displayed jitter in
the form of repeated very brief contacts. This jitter can be
attributed to the effects of residual vibration of the bell.

The radiated sound signal was recorded using a micro-
phone and tape recorder located in the bell chamber about 4
m from the bell. The microphone position was the same for
recordings before and after re-voicing so that comparison
was possible irrespective of resonances or other effects
within the bell chamber. Recorded signals from a number of
bell strokes before and after re-voicing were later subject to
frequency analysis using a fast Fourier transform technique,
the sample being selected to commence 40 ms after the ini-
tiating impulse.

A typical pair of spectra for bell 29 is shown in Fig. 1.
The spectral envelope can be adequately described in terms
of the two straight lines shown, and the frequencyf * at the
intersection of these lines gives a measure of the ‘‘bright-
ness’’ of the sound. This frequency is about 4 kHz before
re-voicing and about 2 kHz afterwards. The distribution of

TABLE I. Experimental results.

Bell

Bell
diam
~cm!

Bell
mass
~kg!

Clapper
diam
~mm!

Clapper
flat diam

~mm!

t
before
~ms!

t
after
~ms!

f *
before

f *
after

9(E3) 120 950 200 18 1.5 3.5 900 Hz 600 Hz
29(C5) 43 59 95 15 0.6 1.2 4 kHz 1.8 kHz
47(F6

]) 20 7.7 56 7 0.6 0.8 .4 kHza .4 kHza

aUncertain because of wind noise and other problems.

FIG. 1. ~a! Sound spectrum of bell 29 before re-voicing;~b! sound spectrum
of the same bell after re-voicing.
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modes within the spectral envelope is determined by the de-
sign and tuning of the bells2,4 and need not be considered
here though it is, of course, the primary concern of the de-
signer and bell founder.

Similar analyses were carried out for the other two bells,
and the complete results are summarized in Table I. The
clapper flat diameter quoted is the geometric mean of the two
diameters of the contact ellipse. It can be seen that the be-
havior scales quite consistently for all three bells.

III. THEORY

Two aspects of the impact behavior require theoretical
investigation. The first is the impact itself, including contact
time, behavior of the contact force, and the way in which
these quantities depend upon the size of the damage flat and
upon parameters such as impact speed. The second is the
vibrational excitation and sound output to be expected from
this type of impact.

The whole subject of the impact of one body upon an-
other is of great practical importance, and has been the sub-
ject of much theoretical and experimental investigation, dat-
ing back to the classic work of Hertz in the nineteenth
century. An excellent exposition with extensive references
has been given by Goldsmith.5

A rigorous theory of impact in the present case neces-
sarily involves the complex elastic deformation of the bell
and clapper during the impact and also the vibration and
bodily motion of the bell during that time. Such an analysis
would be extremely complicated and is in any case unneces-
sary for the present problem. The analysis to be presented
here therefore includes only enough detail to establish the
effects of the major physical parameters and to give a rea-
sonable approximation to the numerical values involved.

A. Hertzian impact theory

Most reasonably simple treatments of impact are based
upon Hertz’s assumption that the impact takes place suffi-
ciently slowly that a static treatment of the elastic distortions
is adequate. His theory covers the case of impact of spheres
on spheres and of spheres on plane objects, but could rea-
sonably be extended to the more complex geometry of a
sphere with a contact flat. Following the treatment in Chapter
4 of Goldsmith,5 we find that, for a sphere of massm and
radiusR impacting on a very massive plate at a speedV, the
Hertz theory gives a contact time

tH'4.5F ~d11d2!2m2

RV G1/5

, ~1!

where

d15
12m1

2

pE1
; d25

12m2
2

pE2
~2!

andm1 , m2 are the Poisson’s ratios andE1 , E2 the Young’s
moduli of the sphere and plate, respectively. During the im-
pact, the force follows a curve like

F'Fmaxsin~pt/tH!, ~3!

where

Fmax'0.44
m3/5R1/2V6/5

~d11d2!
. ~4!

Equations~1!–~4!, which apply only for an undamaged clap-
per, serve as a check for the extended but less accurate
theory to be developed in Sec. III B.

These quasistatic equations can apply only in the limit of
very slow impacts which allow any elastic vibrations gener-
ated to dissipate completely in a negligible fraction of the
impact time. For more rapid impacts it is necessary to con-
sider the effects of wave generation and reflection from the
boundaries of the impacting objects. This is difficult enough
in the case of a small sphere impacting on a clamped rod5

and becomes impossibly complicated for more complex ge-
ometries. For very rapid impacts, of the type exemplified by
impact of a small sphere on a large object such as an ex-
tended plate, the situation is somewhat simplified, since the
deformation of the sphere can be taken to be quasistatic, and
the generation of elastic waves in the plate can be approxi-
mated by a simple wave impedance, provided there is not
time during the impact for any reflections from the plate
boundaries to return to the impact site. The latter assumption
is a reasonable approximation for the case of clapper impact
on a bell, and will be the basis of the theory developed in
Sec. III B.

B. An extended impact theory

It is necessary now to formulate a simple theory from
which predictions can be made of the impact behavior of a
sphere with an initial flat upon the surface of a bell. The
geometry assumed during the impact is as shown in Fig. 2.
The coordinate of the center of the clapper, assumed spheri-
cal for simplicity, relative to a fixed plane isy1 , and that of
the surface of the bell, assumed plane, isy2 , the coordinate
of this surface before the impact beingy0 . During the im-

FIG. 2. Assumed geometry of the bell and clapper during impact. The bell
is displaced from its initial positiony0 because of elastic wave generation,
while the clapper deforms the surface elastically and is itself deformed, the
diameter of the contact flat increasing from its initial valued0 to d.
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pact, the clapper penetrates the bell surface by a distanceh2

and the depth of the flat below the extension of the spherical
surface increases fromh0 to h01h1 . At the same time the
diameter of the contact flat increases from its initial magni-
tuded0 to a new time-dependent magnituded. It is assumed
that all distortions are elastic rather than plastic, at least dur-
ing the course of a single impact event.

The first approximation to be made is to assume that the
bell is large enough and the impact short enough that there
are no significant reflections during the contact time. Since
the bell has axial symmetry, this assumption is equivalent to
the proviso that there is not enough time during the impact
for a wave to travel round the circumference of the bell and
return to the impact point before the clapper rebounds, a
matter that will be discussed later. The large-scale behavior
of the bell during impact can now be approximated by

F52Z
dy2

dt
, ~5!

whereF is the force imposed by the clapper impact,y2 is the
coordinate of the bell surface as shown in Fig. 2, andZ is the
characteristic impedance for flexural waves on the bell. The
total mass of the bell is sufficiently much larger than that of
the clapper that it is reasonable to ignore its bodily displace-
ment. Exact evaluation ofZ is difficult, because of the com-
plex geometry of the bell, but an approximation can be made
by assuming it to behave like an infinite flat plate. An analy-
sis has been given by Skudrzyk,6 who shows that, for the
case of a plate or iron or soft steel, the characteristic imped-
ance is

Z`'100b2 kg s21, ~6!

whereb is the thickness of the plate in millimeters. Because
the elastic parameters of bell bronze and cast iron are very
similar, we expect this result to be a good approximation for
the bell material.@For other materials,Z` is proportional to
(Er)1/2, whereE is the Young’s modulus andr the material
density.# Since, however, the clapper strikes the bell close to
a free edge, the effective impedanceZ is expected to be
about 0.5Z` . The thickness of the bell wall is not uniform,
but is in the range 20–30 mm for bell 29. Adopting this
approximation as a guide, therefore, we expect thatZ is in
the range 2 – 53104 kg s21 for this bell. In some of the cal-
culations to follow, a value of 33104 kg s21 will be as-
sumed.

Referring now to Fig. 2, ifd0 is the diameter of the
impact damage flat, then this can be related to the parameter
h0 by

h0'
d0

2

8R
, ~7!

whereR is the radius of the clapper ball, or more precisely its
radius of curvature, and the approximation is good provided
h0!R. Similarly, the parameterh1 , which is the extent of
the compression, is related to the diameterd of the contact
flat during the impact and to the initial geometric parameter
h0 by

h1'
d2

8R
2h0 , ~8!

providedh11h0!R, as is the case in practice. Calculation
of the elastic strain in the clapper is very complicated, but it
is adequate for our present purposes to assume that it is dis-
tributed over a volume of diameterd and depthd/K1 , where
K1 is rather greater than unity. The total forceF on the im-
pact surface then approximately satisfies

dF

dh1
5

K1

d S pd2

4 D E1

12m1
2

5
K1d

4d1
, ~9!

where E1 and m1 are the Young’s modulus and Poisson’s
ratio, respectively, of the clapper material andd1 is defined
by Eq. ~2!. The uncertainty implicit in this result is encapsu-
lated in the factorK1 . Its magnitude will be derived later by
comparison with the more accurate Hertz theory for a case
where they overlap. Substituting Eq.~8! into Eq. ~9! and
integrating gives

F5K1

~2R!1/2

3d1
@~h11h0!3/22h0

3/2#. ~10!

The elastic deformation of the bell surface presents a
similarly difficult problem but, to the same degree of ap-
proximation, and by the same arguments used to treat the
clapper, we can write

F5K2

~2R!1/2

3d2
@~h21h0!3/22h0

3/2#, ~11!

whereK2 is another constant of order unity. It is to be ex-
pected thatK1'K2 . From Eqs.~10! and ~11!,

~h21h0!3/25
K1d2

K2d1
~h11h0!3/21S 12

K1d2

K2d1
Dh0

3/2. ~12!

There is also a further geometrical connection between the
coordinates, namely

h01h11h25y22y11R. ~13!

Note that, in all these equations,h0 , h1 , andh2 have been
defined so as to be always positive, andF must also be
positive since there is no adhesion at the contact.

Finally, the motion of the center of mass of the clapper
obeys

d2y1

dt2
5

F

m
, ~14!

where the massm of the clapper is rather greater than the
spherical mass because of its pear shape and attached mecha-
nism. Equations~5!–~14! now define the motion of the
whole system.

C. Numerical solution

For a numerical solution, Eqs.~14! and~5! are written in
the first-order form

dy1

dt
5z, ~15!
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dz

dt
5

F

m
, ~16!

dy2

dt
52

F

Z
~17!

with boundary conditionsy25y0 , y15y01R2h0 , dy1 /dt
52V, dy2 /dt50, andh15h250, wherey0 is an arbitrary
constant andh0 is defined by the diameterd of the initial flat
by Eq. ~7!. It is necessary to write the forceF exclusively in
terms of the coordinatesy1 andy2 , and to do thish2 must be
eliminated from Eqs.~12! and~13! and the resulting equation
solved numerically forh1. The three equations~15!–~17!
then serve as the basis for the computation.

In the carillon under study, the bells are made of cast
bronze for whichE251.0531011 Pa andm250.36, while
the clappers are cast iron withE151.231011 and m1

50.27.7 These values are sufficiently similar that it is rea-
sonable to assume equality, so thatd15d2 . In addition, since
exact values of the constantsK1 andK2 in Eqs.~10! and~11!
are unknown, it makes sense to assume thatK15K25K.
These simplifying assumptions then lead to the resulth1

5h2 so that, from Eq.~13!,

h11h05h21h05
R1y22y1

2
~18!

and

d15d252.4310212Pa21. ~19!

These assumptions lead to a great simplification in the sub-
sequent calculations.

The one major formal uncertainty in the extended theory
is encapsulated in the value of the elastic parameterK, when
all that is known is that it is of order unity. The accompany-
ing uncertainty can, however, be resolved by comparing the
computed result for contact time in the cased050 and Z
5` with the known accurate results of the Hertzian treat-
ment for this case as given by Eq.~1!. This comparison can
be made by assuming thatZ5` in the simple model and
adjustingK to obtain agreement, and leads to the resultK
'5. This value is then used in subsequent evaluations.

The theory can now be used to investigate the effect of
impact flat diameter upon impact time. Because of uncer-
tainty in the effective value ofZ for the bell, and to illustrate
the importance of this parameter, a range of values is studied.
Once again, the calculations all refer to bell 29.

Figure 3 shows the calculated behavior of the force be-
tween the clapper and the bell for an impact velocity of 1
m s21 and three assumed values of the impedance parameter
Z. For the caseZ5` the force curve is symmetrical about its
midpoint, in agreement with the Hertzian result~3!, while for
a finite value ofZ, as in reality, the force curve has a longer
tail. This asymmetry increases as the impedanceZ assumes
lower values. It is encouraging to note that these same fea-
tures are seen in the shapes of curves calculated for the im-
pact of a sphere on a plate of infinite size, as shown in Fig.
71 of Goldsmith.5 Because of the asymmetry of the curves it
is helpful to define the impact timet* to be the time from
initial contact to the maximum in the force curve. For a

Hertzian impact (Z5`) clearly t* 5tH/2, while t* is less
than half the contact time for finite values ofZ.

Figure 4 shows the calculated impact timet* , as de-
rived from the curves of Fig. 3, as a function of impact flat

FIG. 3. Calculated time evolution of forceF between the clapper and the
bell for an impact velocity of 1 m s21 and three different impedance values
Z. The diameter of the impact damage flat is shown in millimeters as a
parameter. In the caseZ533104 kg s21, the clapper remains in contact with
the bell surface.

FIG. 4. Calculated impact timet* for a spherical clapper of mass 5 kg on
a bell surface with effective impedanceZ, as a function of the diameter of
the damage flat on the clapper surface.
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diameter for three values of the impedanceZ, one of which is
the infinite impedance implicitly assumed in the Hertz
model. The behavior forZ5105 kg s21 is not very different
from that forZ5`, though impact times are a little shorter
and total contact times a little longer. ForZ values smaller
than about 53104 kg s21, however, and specifically for the
value 33104 kg s21 considered appropriate for this bell, the
clapper actually comes to rest against the bell surface after
the impact. The importance of this prediction will be exam-
ined in Sec. III D.

Finally, Fig. 5 shows the effect of clapper impact veloc-
ity on impact timet* for a range of values of impact flat
diameter. As already discussed, it is assumed thatZ53
3104 kg s21 for this bell, so that the clapper remains in
contact with the bell after impact and the contact timet is
infinite. For the undamaged clapper, there is a significant
shortening of impact time as the impact velocity is increased,
but once a flat of moderate diameter developst* becomes
independent of impact velocity. This feature is another rea-
son for the clapper voicing program.

D. Other bells

As mentioned earlier, similar measurements and re-
voicing procedures were carried out on two other bells, one
much larger and one much smaller than bell 29. The mea-
surements on all three bells are shown in Table I. Heret is
the total contact time from electrical measurements andf * is
the spectral turnover frequency as shown in Fig. 6. The re-
sults for the larger bell, No. 9, are broadly consistent with
those analyzed in detail, bell 29. Those for bell 47 are less
decisive, since the flat was smaller and the spectral record-
ings were obscured by wind noise and other problems. It
would be of interest to undertake a complete study of spec-
tral balance across the whole carillon, but this was not at-
tempted.

IV. CONTACT TIME DISCREPANCY

There is one aspect in which the theory appears to be in
substantial disagreement with experiment, and that is the ac-
tual magnitude of the contact time during impact. The ex-
perimental contact time for bell 29 ranges from 0.6 ms for
the damaged clapper to 1.0–1.2 ms when it has been re-
voiced. If the bell impedanceZ is 105 kg s21 or higher, so
that the clapper rebounds after contact, then the calculated
contact times are about 0.15 and 0.3 ms, respectively—about
one-quarter of the measured times. If the bell impedance is
substantially lower, as analysis indicates, then the calculated
contact times become infinite. While it might be possible to
find a precise value ofZ giving approximate agreement with
experiment for contact times, this balance would be unreal-
istically sensitive.

One might be tempted to question the reliability of the
electrical contact measurements. Other investigators, how-
ever, have used almost identical techniques to measure con-
tact times and have obtained results that agree in general
magnitude with our own. Jones8 long ago made measure-
ments on a large bell in place in a chime and found a contact
time of about 0.8 ms. More recently Gru¨tzmacheret al.9

measured contact times in the range 0.6–1.5 ms in a labora-
tory setup, in approximate agreement with our results, and
also found a decrease in contact time with increasing impact
velocity.

An explanation of this discrepancy is actually simple,
and is suggested by the observed instability of the contact
measurements when the bell is already vibrating. Suppose
that the impedanceZ that the bell presents to the clapper is
less than about 53104 kg s21, as is appropriate from the
plate analogy discussed previously. Then after impact the
clapper will remain in contact with the bell surface until it is

FIG. 5. Calculated variation of the impact timet* as a function of impact
damage flat diameter for a range of impact speeds, shown in meters per
second as a parameter. It is assumed thatZ533104 kg s21, at which im-
pedance value the clapper comes to rest against the bell after impact.

FIG. 6. Fourier transform of the impact forceF(t) for ~a! a very high bell
impedanceZ, giving a Hertzian impact as in Fig. 3~a!; ~b! a low bell im-
pedance giving an asymmetric impact and infinite contact time as in Fig.
3~c!. The time variation of the force is indicated in the inset in each case.
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dislodged by some mechanical impulse from the bell. From
Fig. 3, the clapper impact has a sharp rise timet* followed
by a slow decay, and thus launches a transverse pulse of this
shape in both directions around the sound-bow of the bell.
These pulses return to the clapper position after making a
complete circuit of the bell, during which they are distorted
by dispersion effects, and dislodge the clapper from contact
with the surface as they return to the impact site. The clapper
then moves away from the bell surface and is further accel-
erated by the return spring of the action. If the clapper has an
impact flat, then the impact timet* is shorter, and the gen-
erated pulse wave-packet is higher in frequency. The phase
velocity of flexural waves, however, is proportional to the
square root of the frequency, and the group velocity is twice
the phase velocity, so that this higher-frequency pulse travels
around the bell more quickly and dislodges the clapper after
a smaller delay.

These statements about phase and group velocities fol-
low from the equation for bending wave propagation on a
plate, which is

]2z

]t2
52S¹4z, ~20!

wherez is the normal displacement andS is the plate bending
stiffness divided by its mass per unit area. If the wave has the
form z5A sin(vt2kx), then Eq.~20! shows thatv5S1/2k2

and, since the phase velocity isc5v/k, this gives c
5S1/4v1/2. The group velocityc8, however, is given byc8
5]v/]k which is just 2c.

To confirm this explanation of long contact times, it is
necessary to introduce quantitative considerations. From the
analysis of Skudrzyk,6 the phase velocity of flexural waves
of frequencyf on an infinite plate is

c5S pZ f

4M D 1/2

, ~21!

whereM is the plate mass per unit area andZ is the charac-
teristic impedance given by Eq.~6!. For bell 29, the wall
thickness is about 20 mm so thatZ533104 kg s21. At 2
kHz, which is the frequency of maximum excitation as
judged from the sound spectrum for the voiced clapper, Eq.
~21! gives a phase velocity of about 540 m s21 and a group
velocity of 1080 m s21. This gives a pulse transit time of
about 1.2 ms, in fairly good agreement with the experimental
contact time of 1.0–1.2 ms for the voiced clapper. For the
unvoiced clapper, the excitation maximum is at about 4 kHz,
giving a pulse return time of about 0.8 ms, which is compa-
rable with, though a little longer than, the experimental value
of 0.6 ms.

It is possible, however, to estimate these propagation
velocities quite independently of the validity of the infinite-
plate impedance approximation. In the fundamental ‘‘hum’’
mode, the bell vibrates with two nodal diameters,2 and the
mode can be considered to be a superposition of two coun-
terpropagating waves, each with two wavelengths around the
circumference of the sound-bow. Since the bell circumfer-
ence is about 140 cm at the strike position, this gives a phase
velocity of about 350 m s21 at this frequency, and hence a

group velocity of about 1400 m s21 at 2 kHz, in moderately
good agreement with the above-given estimate. The contact
times predicted from this estimate are about 0.9 ms for the
voiced clapper and 0.6 ms for the unvoiced clapper, again in
fairly good agreement with experiment.

V. SOUND GENERATION

Sound generation by the bell is a combination of the
excitation event and subsequent sound radiation. Since the
bell itself is not modified during the voicing process, its
mode frequencies, impedances, and radiation efficiencies re-
main unaltered, and it is necessary only to consider the ex-
citation event. The above-developed theory predicts an im-
pact forceF(t) with a time evolution that depends upon the
impedanceZ of the bell wall as shown in Fig. 3. The spectral
shape of this impact event is given by its Fourier transform,
which is written most conveniently, to within a constant fac-
tor, as

F~v!5F S E
0

`

F~ t !cosvt dtD 2

1S E
0

`

F~ t !sinvt dtD 2G1/2

.

~22!

The shape of this function, plotted in the same way as the
experimental results of Fig. 1, is shown in Fig. 6 for two
different cases: one with largeZ, giving a nearly Hertzian
impact, and one with smallZ, giving a lingering contact. In
both cases the envelope of the spectrum consists of two
straight lines intersecting at a frequency close to 0.2/t*
wheret* is the impact time as previously defined and indi-
cated in the insets. When allowance is made for a radiation
efficiency that increases smoothly with increasing frequency,
there is close qualitative similarity between the spectral en-
velope of Fig. 6 and that of the bell sound in Fig. 1, for both
unvoiced and voiced clappers.

Comparison with experiment. In making comparisons
between theoretical predictions and experimental measure-
ments, it must be borne in mind that this was a field experi-
ment rather than a laboratory experiment. This meant that
several important parameters had to be estimated rather than
measured in a controlled way. With this proviso, the predic-
tions of the theory are in acceptably good agreement with
experimental results.

The turnover frequenciesf * predicted for the bell 29 on
the basis of the theory set out above and the impact times
given in Fig. 4, assuming thatZ533104 kg s21, are about 8
kHz for the unvoiced clapper and 2 kHz for the voiced clap-
per, compared with the measured values of 4 and 1.8 kHz,
respectively. While far from exact, this agreement should be
considered as satisfactory in a field experiment rather than a
laboratory experiment, particularly since the bell impedance
parameterZ, the clapper massm, and the impact velocityV
have all been estimated rather than measured. All of these
parameters affect the impact timet* significantly, as indi-
cated in Figs. 4 and 5. Choice of a rather larger value forZ
would improve the agreement.

The measured behavior of the other bells investigated
scales in just about the expected manner, as indicated in
Table I, though the experimental data for bell 47 is inconclu-
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sive. For bell 9, the linear size scaling is by a factor 2.8, so
that, by Eq.~6!, the scaled value ofZ should be about 2.4
3105 kg s21. The scaling of the clapper diameter indicates a
massm of about 46 kg. Inserting these values in the theory,
together with the impact flat diameter from Table I, givest*
values for the damaged and undamaged clapper of 0.1 and
0.23 ms, respectively. The resulting predicted turnover fre-
quencies are 2000 and 870 Hz, respectively, compared with
the measured values of 900 and 600 Hz. This agreement is
similar to that for bell 29 and would again be improved by
choice of a larger value forZ.

It is not appropriate in such a field experiment to seek to
refine the agreement between theory and measurement by
varying the parameters. Bearing in mind the many approxi-
mations involved, the agreement is fairly satisfactory.

VI. CONCLUSIONS

This study of the dynamics of bell clapper impact has
elucidated many features of the problem that were presum-
ably solved by the designers and builders of historic bells
and carillons on the basis of experience founded upon trial
and error. It is somewhat surprising that the bell clapper ac-
tually comes to rest against the bell surface until it is pushed
away by a returning vibration pulse. On reflection, however,
such a design results in the transfer of maximum energy from
the clapper to the bell, and thus the achievement of the loud-
est possible sound for a given impact velocity. The parameter
that principally determines this behavior, assuming the bell
design to be fixed, is the clapper mass—too light a clapper
will bounce, as well as having rather little energy to transfer.

Bell founders have long recognized that the sound of a
carillon changes rather rapidly over the first year or so of its
use, and then becomes more stable. This change is associated
with the development of impact flats on the clappers, and
initially proceeds quite rapidly until the clappers, and the
inside surface of the bell, become more resistant to plastic
deformation through work hardening. A voicing process that
restores the shape of the clappers brings the sound closer to
its original state, and the work-hardened clappers are now
more resistant to plastic deformation. The work hardening
itself, which has almost no effect on the elastic moduli, has
no direct influence on impact dynamics or sound. Generally
nothing is done about the deformation of the bell surface,
though some carillons do allow a 180° rotation of the bells to

the other equivalent impact position, a routine that ultimately
halves the rate of bell deformation.

It is certain that a carillon sounds different to the musi-
cal ear and to the carillonneur after it has been re-voiced. It is
interesting to determine what are the qualities of a re-voiced
carillon that make it an improvement on its state before the
operation.

The effects of re-voicing are two:~1! the impact time is
lengthened so that the turnover frequency is reduced, giving
a more ‘‘mellow’’ sound; and~2! the impact time becomes
more dependent upon the impact velocity, so that ‘‘soft’’
notes have relatively little harmonic development and
‘‘loud’’ notes are both louder and ‘‘brighter,’’ as in most other
musical instruments. These considerations are those that
principally motivate the carillon curator to undertake the op-
eration. In this, a carillon is rather different from an isolated
bell or from a peal of bells, since the music it is called upon
to produce involves harmonies, rather than simply melodic
patterns.

Experience with analysis of the re-voicing of this par-
ticular carillon shows that details of the clapper impact are
important. The analysis also points up the importance of
matching each clapper to its bell in order to give a well-
balanced tone quality and loudness across the compass. It is
these things, as well as the design of the bells themselves,
that distinguish a really fine carillon.
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Conventional methods determine the ultrasonic wave speed measuring the medium path length
propagated by a pulsed wave and the corresponding time-of-flight. In this work, the wave speed is
determined without the need of the path length. A transmit transducer sends a pulsed wave into the
medium~wave speed constant along the beam axis! and the backscattered signal is collected by a
hydrophone placed at two distinct positions near the transmitted beam. The time-delay profile,
between gated windows of the two rf-signals received by the hydrophone, is determined using a
cross-correlation method. Also, a theoretical time-delay profile is determined considering the wave
speed as a parameter. The estimated wave speed is obtained upon minimization of the rms error
between theoretical and experimental time-delay profiles. A PZT conically focused transmitting
transducer with center frequency of 3.3 MHz, focal depth of 30 mm, and beam full width~23 dB!
of 2 mm at the focus was used together with a PZT hydrophone~0.8 mm of aperture!. The method
was applied to three phantoms~wave speed of 1220, 1540, and 1720 m/s! and, in vitro, to fresh
bovine liver sample, immersed in a temperature-controlled water bath. The results present a relative
speed error less than 3% when compared with the sound speed obtained by a conventional method.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1445787#

PACS numbers: 43.80.Ev, 43.80.Vj, 43.58.Dj@FD#

I. INTRODUCTION

As reported in the literature, the speed of sound varies
among different types of human soft tissues. Lower values
~1440–1490 m/s! were measured in fat-rich tissues,1 while
upper values~1650 m/s! are reported for muscle tissues
along the muscular fibers.2 Variations on the speed of sound
can also be found in the same type of tissue, due to the tissue
inhomogeneity. Nevertheless, a constant speed of 1540 m/s is
typically assumed for ultrasound imaging.

Since phased array ultrasound scanners rely on the speed
of sound to position the transmit and receive beam focus as
well as to steer the beam, image distortion is introduced due
to differences on speed of sound as the beam propagates
through the tissues. Besides deterioration in the image qual-
ity, detection tasks of clinical relevance may be jeopardized.
For instance, erroneous detection of low contrast lesions and
of point target within a speckle field may occur.3

Tissue condition is also a source for differences on speed
of sound in the same type of tissue.In vitro measurements in
liver4 and brain5 have provided different sound speed values
between healthy and diseased tissues. During the past couple
of years, an effort has been addressed toin vivo measurement
of speed of sound in the bone and to its clinical use as a tool
to diagnose osteoporosis.6–11

Therefore, measurement of sound speed plays an impor-
tant role when ultrasound applied to medicine is considered.
Consequently, the development of measurement methods

with adequate precision and capable to be usedin vivo is
highly desirable.

When an ultrasound pulse propagates in a medium, three
parameters are coupled together: the wave speed, the dis-
tance traveled by the pulse, and the time-of-flight. If two of
them are known, the third can be calculated. However, some
methods have been proposed to determine the wave speed
without the simultaneous knowledge of the distance traveled
by the pulse and the time-of-flight. They rely on either trans-
mission or pulse-echo ultrasonic methods and on a calibrated
medium with known wave speed.12–14Other methods, as re-
viewed by Robinsonet al.,15 are based on the analysis of
aberrations on the images obtained from different directions
of the beam, on the transit-time measurements using inter-
secting beams, or on the analysis of the medium transaxial
deformation imposed by a compression technique.

The transmission methods described by Kuoet al.,12 as
well by Hsu and Hughes,13 have limited success to be ap-
plied in medicine andin vivo. They need good access from
many angles around the medium and suffer with strong re-
fracting structures. On the other hand, the pulse-echo
methods12–14 are limited to in vitro or invasive situations,
since they are based on reference pulses generated by reflect-
ing surfaces located behind the sample of the tissue under
analysis. In general, these methods are very precise.

Other works, based on the inverse-scattering problem
applied to backscattered ultrasound signals, have been de-

1445J. Acoust. Soc. Am. 111 (3), March 2002 0001-4966/2002/111(3)/1445/9/$19.00 © 2002 Acoustical Society of America



scribed to determine the wave speed. They rely on deconvo-
lution methods.16,17 However, the random nature of biologi-
cal tissues and the attenuation of the incident pulse with
respect to frequency preclude the convolution techniques to
be used in real biological tissues.18

In order to overcome the limitations of the transmission
methods and the invasive nature of the reflection methods
mentioned previously, and to avoid the complications pre-
sented by the deconvolution methods, other approaches have
been presented to measure the wave speed.14,19 In both of
them, the method is based on the measurement of time-delay
between scattered signals collected with the receive trans-
ducer positioned on different locations. Anderson and
Trahey,19 for instance, used an array with 128 piezoelectric
elements (aperture528.2 mm), and measured the interele-
ment time-delays of the echo signal from a target-wire im-
mersed in a liquid, or of the signal scattered by a speckle-
generating phantom. They obtained precise sound speed
predictions of both liquid and phantom medium. However,
their method presents larger errors when a transducer with
smaller aperture is used. This is evidenced considering the
echo signal, from a point target at the transducer focus, with
phase aberration modeled as a random phase error normally
distributed with root-mean-squared~rms! phase error of 50
ns and correlation length of 3 mm, defined by the full width
at half-maximum of the aberrator’s lateral spatial autocova-
riance function. In this case, simulation results indicate the
relative percent error for the sound speed changing from
1.28% to 11.46% as the transducer aperture diminishes from
28 to 12 mm, respectively.

The present work describes a new pulse-echo technique
to estimate the sound speed in a fluid containing scatterers,
without the need of the propagation distance. The method
presented by Anderson and Trahey19 is based on the mea-
surement of the geometric time-delay pattern, transverse to
the transmitted beam axis, between the scattered signal re-
ceived by each element of an array transducer. On the other
hand, the method presented in this work is based on the
measurement of the time-delay profile, along the beam axis,
between the scattered signal collected by a receive transducer
positioned at two locations. Simulation and experimental re-
sults are presented for phantoms, made of glass spherical
particles immersed in gel-type medium. Also, experimental
results are presented for three samples of fresh bovine liver.
The whole transducer aperture~including transmission and
reception! corresponds to 12 mm and the relative speed error
was kept less than 3%.

The methods presented in this work and proposed by
Anderson and Trahey,19 although equivalent, may have dif-
ferent applications while concerning the transducer aperture
and keeping low the relative percent error.

II. THEORY

The method used in this work is based on the arrange-
ment illustrated in Fig. 1. The medium, with the scatterers
randomly distributed, is immersed in a water bath and irra-
diated by an ultrasound beam. The scattered signal is re-
ceived by a hydrophone located near the front surface of the
medium and distantd1 from the transmitted beam axis, as

depicted in Fig. 1. The time-of-flight,t1 , for the transmitted
wave to travel from the phantom face, bounce a point scat-
terer ~at depthz and over the transmitted beam axis!, and
arrive at the hydrophone is given by

t15
z

c
1

Az21d1
2

c
, ~1!

with c5wave speed in the medium.
With the hydrophone moved to a new position,d2 , the

corresponding time-of-flight,t2 , becomes

t25
z

c
1

Az21d2
2

c
. ~2!

Combining Eqs.~1! and~2! to eliminatez, and defining
Dt (Dt5t22t1) as the time-delay between the arrival times
t2 and t1 , it results in

Dt5
2~c2t1

21d1
2!1A~c2t1

22d1
2!21~2ct1d2!2

2c2t1
. ~3!

Equation~3! is independent of the scatterer depth loca-
tion. Therefore, it can be generalized witht15t ~the time-of-
flight of the signal scattered along the beam axis!. In this
case,Dt becomes the time-delay profile in the axial direction
of the beam and is given by

Dt5
2~c2t21d1

2!1A~c2t22d1
2!21~2ctd2!2

2c2t
. ~4!

The estimated sound speed corresponds to the value ofc
which minimizes the rms error between the time-delay pro-
files obtained experimentally and with Eq.~4!, after substi-
tution of d1 and d2 with the corresponding distances used
during the experiments.

III. EXPERIMENTAL METHODS

A. Measurement system

The experimental setup, Fig. 2, consisted of a digital
oscilloscope~HP 54500; Hewlett Packard, USA!, connected
via GP-IB interface to a PC-AT computer. The PZT transmit
transducer~12 mm in diameter, center frequency of 3.3

FIG. 1. Schematic setup including the hydrophone distantdl from the trans-
mitted beam axis and a point scatterer on the beam axis and at depthz.
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MHz, 23 dB bandwidth of 2 MHz! was focused by an epoxy
conical lens providing a focal distance of 25 mm, focal depth
of 30 mm, and a23 dB beam full width of 2 mm. It was
excited with a one-cycle sinusoidal burst wave with 16 V of
peak amplitude. The hydrophone~PZT disk with 0.8 mm of
aperture and coated with epoxy! output signal was sent to the
digital oscilloscope after amplification by a rf~radio fre-
quency! amplifier with 40 dB of gain. Each rf signal, digi-
tized with a sample rate of 50 MHz and resolution of 8 bits,
contained 1024 samples.

Both transmit transducer and hydrophone were mounted
in a positioning head attached to a mechanical moving sys-
tem controlled by a computer. The positioning head, detailed
in Fig. 3, allowed fine adjustments on the direction of the
transmitted beam. It moved in a raster mode and the received
scattered signal was collected from 121 positions in the
sample and over an 11311 matrix with a 1-mm separation.
At every position occupied by the head, one pair of rf signals
received by the hydrophone was collected; one signal with
d1 as 5 mm and the other withd2 as 6 mm. Before moving
to the next point in the matrix, the positioning head rotated
by 90 degrees and another pair of signals was collected. This
procedure was repeated with the positioning head rotated by
180 and 270 degrees. The data collected at four opposed
angles contributes to smooth the average delay between the
pairs of received signals, since it tends to compensate the
delays estimated from scatterers positioned out of the trans-
mitted beam axis. On each experiment, 968 (1131134

32) scattered signals were collected, resulting in 484 time-
delay estimates.

The hydrophone was placed in direct contact with the
medium front face to avoid the effects of refraction on the
ray path of the wave propagated between the medium front
face and the hydrophone.

At the beginning of each experiment the reference sound
speed was determined with a reference pulse-echo method,
based on the method~62 m/s of precision! described by Ye
et al.20

Both transducers and medium were immersed in a
temperature-controlled water bath.

B. Time-delay estimate

In the present work, the time-delay estimate was imple-
mented using a cross-correlation technique, which is exten-
sively used in the detection of tissue displacements21 and in
noninvasive estimates of temperature.22 An excellent compi-
lation of cross-correlation techniques is given by Hein
et al.23

A 2 ms ~N5100 samples! time-gated window, shifted by
r samples, of the rf signalE1 collected with the hydrophone
set atd1 , was cross-correlated with anN-point time-gated
window that spanned over the rf signalE2 , collected with
the hydrophone set ad2 . The correlation coefficient,
R(r ,m), was calculated according to

R~r ,m!5
( i 50

N21@E1~r 1 i !#•@E2~r 1 i 1m!#

A( j 50
N21@E1~r 1 j !#2

•(k50
N21@E2~r 1k1m!#2

. ~5!

The time-gated window spans overE2 by varying m.
The time-delay, at a depth proportional tor, between gated
E1 and E2 is given bymmax times the time-sample interval
~20 ns!, with the maximum ofR(r ,m)5R(r ,mmax).

With the typical values used in this work for the focal
depth ~30 mm!, d1 ~5 mm!, d2 ~6 mm!, and the speed of
sound ~1200–1800 m/s!, the time-delay between gatedE1

andE2 should be in the range of 100–300 ns. This range of
delays restrainsm to 5<m<15.

The sample frequency of 50 MHz provides a resolution
of 20 ns for the time-delay measurement. Increasing the
sample frequency would improve this resolution. As a
tradeoff, more computational time, to determinemmax, and
memory length, at the oscilloscope, would be necessary. To
circumvent this problem, an interpolation technique24 was
used to calculatemmax. Basically, this technique interpolates
a parabola through three values of the correlation coefficient:
the largest one and two adjacent neighbors. Thenmmax cor-
responds to the point where the parabola has its maximum.

The experimental time-delay profile was obtained mov-
ing ~varying r! the time-gates alongE1 andE2 and consid-
ering only those depthsr for which R(r ,mmax) exceeded 0.9.
An average time-delay profile was obtained from the 484
experimental results.

C. Tissue sample

Three samples of fresh bovine liver were cut and placed
inside of an acrylic cylindrical container~internal diameter

FIG. 2. Experimental setup.

FIG. 3. Positioning head.
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537 mm, wall thickness54 mm, height552 mm!. The con-
tainer was sealed with a PVC membrane (thickness
515mm) to better define the water/liver interface. The ref-
erence sound speed for the bovine liver samples was mea-
sured using the reference method20 and found to be 1592,
1605, and 1630 m/s.

D. Ultrasonic phantom

The phantoms consisted of a uniform distribution of
glass spheres~average diameter50.8 mm! in three different
mixtures, with different sound speeds. The spherical par-
ticles, with a volume concentration of 0.1%–0.5%, were ran-
domly distributed in the phantoms and acted as scatterers.
The chosen concentration characterizes single scattering of
the ultrasound waves.

The phantom with the lowest reference speed~1220 m/s
@17 °C!, Phantom LS, was prepared with 8 g of calcium
acetate for each 92 g of ethanol. This mixture solidifies under
50 °C and remains stable if well sealed.

For the intermediate reference speed~1501 m/s
@17 °C!, Phantom IS consisted of a mixture with a concen-
tration of 12 g of natural gelatin, made of porcine skin, to
100 g of water. After solidification, the gelatin phantom was
immersed in a formaldehyde solution to avoid deterioration.

The third phantom ~reference speed of 1715 m/s
@17 °C!, Phantom HS, contained a mixture with a concen-
tration of 15 g of natural porcine skin gelatin to of 100 g of
ethylene glycol.

All phantom samples were kept inside of cylindrical
acrylic containers ~internal diameter537 mm, height
560 mm!. A PVC membrane (thickness515mm) sealed
both faces.

IV. RESULTS

The method was tested theoretically, through computer
simulation, and experimentally, using ultrasound phantoms
and biological tissue samples.

A. Simulation results

The procedure presented in the Appendix was used to
simulate the wave scattered by glass spherical particles~lon-
gitudinal wave speed55968 m/s and Poisson coefficient
50.17! uniformly distributed~19 spheres/cm3! inside of a
cylindrical region ~diameter537 mm, length530 mm! im-
mersed in a fluid with wave speed of 1540 m/s. The dimen-
sions for the cylindrical region were chosen to follow those
of the experimentally transmitted ultrasound beam at its fo-
cal region. The diameter of the spherical particles was as-
sumed to have a normal distribution with mean50.8 mm and
variance50.1 mm2. The choice of the simulation model used
here was based on the work by Insanaet al.,25 which pro-
poses the scattering theory of Faran26 as the most accurate
model for an acoustic description of tissue, considering the
hypothesis of modeling tissue structures with spherical or
cylindrical particles and taking into effect the presence of
shear waves due to the elastic properties of collagen.

The choice of spherical particles with 0.8 mm in diam-
eter takes into account the possibility to mimic the liver,

where the lobules, displaced as periodic structure with diam-
eter between 0.8 and 2 mm, behave as the scatterers.27

The incident wave was assumed plane and the particles
confined with the beam of the transmit transducer.

The signal of the wave scattered by the particles, due to
a transmitted pulsed wave signal~depicted in Fig. 4!, was
calculated at two positions at the face of the cylindrical re-
gion containing the particles, consideringd155 mm andd2

56 mm.
Figure 5 presents the plot for the mean~6 one standard

deviation! time-delay profile, considering 1000 independent
simulations of the wave signal scattered by the particles. The
simulation signal was corrupted by adding a Gaussian dis-
tributed noise with an amplitude 40 dB below the amplitude
of the simulation signals and unit variance. Also included in
this figure is the plot of the time-delay profile determined
from Eq. ~4! with c51540 m/s.

B. Experimental results

Figure 6 presents the experimental mean time-delay pro-
file plots for the three phantom types with the corresponding
plots ofDt determined from Eq.~4! with c51220, 1501, and
1715 m/s for phantoms LS, IS, and HS, respectively. These

FIG. 4. Transmitted pulsed wave signal, at 3.3 MHz, used to determine the
simulation results.

FIG. 5. Plots of the time-delay profile,Dt, calculated from Eq.~4! with c
51540 m/s and averaged from 1000 independent simulations of the scat-
tered signal.

1448 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Pereira et al.: Ultrasonic wave speed measurement



results refer to a particle concentration of 0.3% by volume.
Similar results were obtained with phantom IS containing
particle concentrations of 0.1% to 0.5%.

Figure 7 presents the plot of the experimental time-delay
profile ~mean6one standard deviation! for a sample of bo-
vine liver. Also included is the plot forDt determined from
Eq. ~4! with c51630 m/s. The experimental plot ofDt, for
the tissue sample, has more fluctuations than the same type
of plot for a phantom, as in Fig. 6. The difference among the
fluctuations of these plots occurs because the phantom me-
dium is more homogeneous than the tissue medium. As a
matter of fact, visual inspection of the bovine liver sample,
posterior to the experiments, confirmed the presence of small
vessels near the depth corresponding to the largest fluctua-
tions of Dt. The theoretical plots ofDt, in Figs. 6 and 7,
were computed using Eq.~4!, substitutingc with the mea-
surements obtained with the reference method.20

The experimental result for the estimated sound speed,
cest, was determined upon minimization of the rms error
between the experimental mean profile ofDt and the profile
determined with Eq.~4!, using c as a parameter. A similar
procedure, conducted with the experimental standard error of
the mean profile ofDt, was used to determine one deviation
of the estimated sound speed,Dcest.

Table I summarizes the experimental results forcest,
considering phantom samples, with different particle concen-
trations and subjected to different temperatures, and three
samples of fresh bovine liver. Also included are the corre-
sponding results forDcest, the reference speed (cref), mea-
sured with the reference method,20 and the relative speed
error5100. (cest2cref)/cref .

V. SOURCES OF ERROR FOR THE ESTIMATED
SOUND SPEED

The estimated sound speed, determined with the present
method, has the influence of two sources of error. One is
related to the error on the measurement ofDt and the other
refers to the positioning of the hydrophone with respect to
the axis of the transmitted beam.

The first case can be analyzed differentiatingc with re-
spect toDt. This is obtained solving Eq.~4! for c as a func-
tion of Dt. Thereafter, substitution oft2 by t11Dt provides

]c

]Dt
5

1

2c
•S d1

2

t1Dt22
d2

2~2Dt1t1!

~Dt21t1Dt !2D . ~6!

Neglecting 2Dt andDt2 in comparison tot1 and t1Dt,
then Eq.~6! can be approximated to

]c

]Dt
5

1

2ct1Dt2 •~d1
22d2

2!. ~7!

With typical experimental values ford155.0 mm, d2

56.0 mm, t1530ms, andc51540 m/s, Eq.~4! yields Dt
5152 ns. With these values in Eq.~7!, the change of the
estimated sound speed per change in the time-delay estimate
is determined as25.1 m/s/ns.

The second source of error, related to the positioning of
the hydrophone with respect to the axis of the transmitted
beam, can be analyzed differentiatingDt with respect tod1

and toDd, for Dd5d22d1 .
From Eq. ~4!, after substitution ofd2 by d11Dd, it

comes

]Dt

]d1

5
1

c2t1
F 2c2t1

2~d11Dd!2~c2t1
22d1

2!d1

A~c2t1
22d1

2!21@2ct1~d11Dd!#2
2d1G

~8!

and

]Dt

]Dd
5

2t1~d11Dd!

A~c2t1
22d1

2!21@2ct1~d11Dd!#2
. ~9!

Considering again d155.0 mm, d256.0 mm, t1

530ms, andc51540 m/s, Eqs.~8! and ~9! yield ]Dt/]d1

527 ns/mm and]Dt/]Dd5165 ns/mm, respectively. There-
fore, Dt is more sensitive toDd than toDd1 .

An error of 50mm in Dd results in a deviation of 8.25
ns of Dt, which in turn causes an error of242 m/s forc,
according to Eq.~7!.

VI. DISCUSSION AND CONCLUSION

This work presents a method to estimate the sound speed
using a pulse-echo technique, which precludes the need of

FIG. 6. Plots of the time-delay profile,Dt, obtained experimentally and
from Eq. ~4!, with c51220, 1501, and 1715 m/s, for phantoms LS, IS, and
HS, respectively.

FIG. 7. Plots of the time-delay profile,Dt, obtained experimentally and
from Eq. ~4!, with c51630 m/s, for a sample of fresh bovine liver.
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knowing the distance traveled by the pulsed wave and be-
tween transmit and receive transducers. The sound speed was
estimated measuring the profile of the time-delay between
the rf signals of the wave scattered by the medium and re-
ceived by a hydrophone at two different positions located
near the axis of the transmitted beam. The method was tested
theoretically, with simulation rf signals of ultrasound waves
scattered by a medium containing a random distribution of
glass spherical particles, and, experimentally, with the me-
dium consisting of ultrasonic phantoms or fresh samples of
bovine liver.

Most of the results~with two exceptions! presented in
Table I for the relative speed error are negatively biased. Part
of this bias is systematic to the method and due to the ap-
proximate shape of the pulse scattered by a particle and re-
ceived by the hydrophone placed at two locations close to
each other. The approximate shape of these pulses causes the
time-delay, between them, to remain constant during a time
interval equivalent to their width. It results in a stair-stepped
profile of the time-delay, always above the theoretical profile.
Therefore, the average of the stair-stepped time-delay pro-
files becomes biased above the theoretical one. Similar arti-
factual stair-stepped appearance of time-delay profile has
been reported.15 The simulation results, in Fig. 5, also con-
firm a time-delay profile, positively biased with respect to
the theoretical profile calculated with Eq.~4!. An average
bias of 1.07 ns exists between the plots ofDt presented in
Fig. 5, considering the time-of-flight interval between 27.5
and 40ms. According to Eq.~7!, a positive bias in the time-
delay profile results in a bias for the estimated sound speed at
a rate of 25.1 m/s/ns. Therefore, the average bias ofDt
51.07 ns corresponds to an estimated sound speed biased by
25.46 m/s. This bias gives a relative speed error of20.35%,
considering a reference sound speed of 1540 m/s.

The simulation results allow us to estimate how much of
the bias for the relative speed error, in Table I, was due to the
method used to estimateDt and also allow us to conclude
that this is not the most important contribution to the error,
since the relative speed error varies between22.82% and
0.94%.

Another possible cause of errors for the estimated sound
speed refers to the accuracy of positioning the hydrophone
with respect to the transmitted beam axis. As a matter of fact,
from Sec. V it is concluded that 5% deviation~50 mm over 1
mm! on the step motion of the hydrophone will cause a
deviation of 2.5% on the estimated sound speed, considering
c51540 m/s and the experimental setup for the hydrophone
positions used in this work.

However, it is believed that part of the bias is also due to
some differences among the reference and the proposed
methods used in this work to measure the sound speed. But
this is, of course, a subject that needs further attention to be
clarified.

The estimated speed deviation in Table I ranges from 5
to 32 m/s. In particular, for the liver tissues it ranges from 26
to 32 m/s. This fluctuation on the measured data is due, in
part, to the precision of the method and in part to the random
nature of the medium, which imposes a phase aberration on
the scattered wave and, consequently, a distortion among the
scattered signals received by the hydrophone. Future work
on the present method should consider phase aberration
correction28–31as a tool to improve the precision of the mea-
surements.

The method was repeated three times with samples of
fresh bovine liverin vitro and the results for the estimated
sound speed~with corresponding speed deviation!, in m/s,
are 1607~26!, 1567~32!, and 1584~23!. These results are in
agreement with the data published in the literature32 and
ranging between 1570 and 1600 m/s for human liver. Other
results, similar to those obtained in the present work, have
also been reported33 for sound speed~6 one std dev! of 1538
~629! m/s in normal liver, 1610~630! m/s in cirrhotic liver,
and 1423~634! m/s in fatty liver.

The recent work of Anderson and Trahey19 also presents
a method for direct prediction of sound speed using pulse-
echo ultrasound. They obtained mean relative errors of the
sound speed less than 0.4%, which is a better figure if com-
pared with the relative speed errors for the work described
here and presented in Table I. They also presented simulation
results for predicted sound speed, considering the phase ab-

TABLE I. Experimental estimated sound speed (cest) and corresponding deviation (Dcest) for different samples
of phantoms and fresh bovine liver,in vitro. Also included are the reference speed (cref), measured with the
reference method~Ref. 20!, and the relative speed error5100•(cest2cref)/cref .

Sample

Particle
concentration
~% of volume!

Temperature
~°C!

cref

~m/s!
cest

~m/s!
Dcest

~m/s!
100•(cest2cref)/cref

~%!

Phantom
LS 0.3 17 1220 1226 5 0.49
IS 0.1 25 1550 1524 6 21.68

0.2 25 1550 1540 6 20.65
0.3 25 1550 1544 6 20.39
0.4 25 1551 1546 6 20.32
0.5 25 1550 1532 6 21.16
0.5 17 1501 1473 7 21.87

HS 0.3 17 1715 1712 10 20.17

Liver 20 1592 1607 26 0.94
20 1605 1567 32 22.36
20 1630 1584 23 22.82

1450 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Pereira et al.: Ultrasonic wave speed measurement



erration introduced in the received signal similar to that ob-
served from measurements in the breast.34–36 In this case,
their results are also excellent, with relative percent error less
than 1.60%. However, following the procedure used by them
in the simulations, it can be demonstrated that the relative
percent error increases when a transducer with smaller aper-
ture is used. Table II reproduces the simulation results for the
mean sound speed, its standard deviation, and the relative
percent error obtained by them with a 28.16-mm aperture
array transducer. It is considered the echo signal from a point
target at the transducer focus~30 mm!, with phase aberration
modeled as a random phase error normally distributed with
rms phase error of 20 and 50 ns and correlation length, de-
fined by the full width at half-maximum~FWHM! of the
aberrator’s lateral spatial autocovariance function, of 3 mm.
Also included in Table II are the simulation results obtained
for an array transducer with 12 mm in aperture. As it can be
observed from this table, the relative percent error for the
sound speed increases, up to 11.46%, as the transducer aper-
ture diminishes to 12 mm. In the present work, an aperture of
12 mm, corresponding to the distance between the hydro-
phone positions opposed by 180 degrees, was used. Even
with samples of biological tissue, the relative speed error
remained smaller than 3.0%. Therefore, it is concluded that
the method proposed in this work presents better accuracy if
compared with the method of Anderson and Trahey,19 when
smaller apertures are employed. Nevertheless, considering
that sound speed in soft tissues has a typical range of65%
over 1540 m/s ~1450 m/s for fat and 1600 m/s for
muscle!,37,38the error in the present work has to be improved
for practical and reliable applications of the method.

The technique described in this work was tested with
homogeneous media, with the sound speed constant along
the propagation path. However, the technique must be
adapted for practical purposes of tissue characterization,
since biological medium is nonhomogeneous and the sound
speed varies with space. In this case, the medium could be
modeled by piecewise continuous layers and the sound speed
estimated for each layer. The method would be applied in a
recursive way, beginning with measurements of sound speed
of the layers proximal to the transducer. In this way, mapping
the sound speed as a function of depth would become pos-
sible.

Before testing the method with nonhomogeneous media,
it is necessary to improve accuracy, to obtain better depth

and lateral beam resolution, and to speed up the capture of
the rf signals with the receive transducer at the different po-
sitions. In this sense, future work should consider an array of
receivers arranged along the ring of an annular transducer.
This array of receivers would capture the signals simulta-
neously, eliminating the mechanical rotation of the trans-
ducer.

The results obtained so far indicate that the method has
the potential to be used in ultrasonic tissue characterization.
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APPENDIX: PULSED ACOUSTIC WAVE SCATTERED
BY A SPHERICAL PARTICLE

This section describes the procedure used to generate the
wave scattered by a spherical particle due to the incidence of
a pulsed plane acoustic wave. The result was used in the
simulation of the time-delay profile, as presented in Fig. 5,
from a random distribution of spherical particles in a fluid
medium.

The formulation of sound scattering by spherical par-
ticles was well studied, about 50 years ago, by Faran.26

Based on his work, if an acoustic plane wave, with an unit
amplitude, is incident on a solid sphere of radiusa immersed
in a fluid, the scattered pressure wave,ps , at a distanceR2 ,
far from the center of the sphere, is given by

ps~R2!5e2 ik3R1
•

e2 ik3R2

k3R2
(

m50

`

~2m11!•sinhm .eihm

•Pm~cosu!, ~A1!

where e2 ik3R1 accounts for the phase added tops as the
incident wave propagates a distanceR1 between a reference
point and the sphere;k35v/c3 andc3 are the wave number
and the longitudinal wave speed for the fluid, respectively,
andv52p f is the angular frequency of the incident wave;
Pm(cosu)5Legendre polynomial of ordern and u is the
angle between the directions of the incident and scattered
waves;

tanhm5
x3• j m8 ~x3!2F• j m~x3!

x3•nm8 ~x3!2F•nm~x3!
, ~A2!

TABLE II. Simulation results for predicted mean sound speed,m ĉ , its standard deviation,s ĉ , and relative
percent error, 100s ĉ /c, for 10 000 trials of phase aberration modeled as a random phase error normally
distributed with rms phase error of 20 and 50 ns and FWHM correlation length of 3 mm. The echo signal is
generated by a wire target at the transducer focus~30 mm!. The results refer to transducer apertures of 28.16
~presented by Anderson and Trahey Ref. 19! and 12.00 mm.

Aberrator

Aperture

28.16 mm 12.00 mm

m ĉ

~m/s!
s ĉ

~m/s!
100s ĉ /c

~%!
m ĉ

~m/s!
s ĉ

~m/s!
100s ĉ /c

~%!

20 ns rms 1539.96 7.77 0.50 1543.99 67.45 4.37
50 ns rms 1539.59 19.71 1.28 1567.73 179.70 11.46

1451J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Pereira et al.: Ultrasonic wave speed measurement



with F52(r3 /r1)•tan@zm(x1,s)# and tan@zm(x1,s)# given by

tan@zm~x1 ,s!#5
x2

2

2 F x1 j m8 ~x1!

x1 j m8 ~x1!2 j m~x1!
2

2~m21m! j m~x2!

~m21m22! j m~x2!1x2
2 j m9 ~x2!

x1
2@„~s/~122s!…j m~x1!2 j m9 ~x1!#

x1 j m8 ~x1!2 j m~x1!
2

2~m21m!@ j m~x2!2x2 j m8 ~x2!#

~m21m22! j m~x2!1x2
2 j m9 ~x2!

G , ~A3!

considering j m(x)5spherical Bessel function of orderm,
nm(x)5spherical Neumann function of orderm, j m8 (x) and
j m9 (x)5first and second derivatives ofj m with respect to the
argument, respectively,nm8 nm9 5first and second derivatives
of nm with respect to the argument, respectively,r1 andr3

5density of the sphere and the fluid, respectively,s5the
Poisson’s ratio for the sphere material,x15k1•a, x25k2

•a, x35k3•a, k15v/c1 , k25v/c2 , with c1 , c2 represent-
ing the longitudinal and the shear wave speeds inside the
sphere.

In the original expression derived by Faran26 for
tan@zm(x1,s)#, the terms/(122s) is misplaced. This was
noticed by Hickling39 and Eq.~A3! is presented on its correct
form. On the other hand, the expression presented by
Hickling39 for tanhm does not have the variablex3 multiply-
ing j m8 (x3) andnm8 (x3). Equation~A2! is the correct form for
tan(x3).

The computer program used to calculate the wave scat-
tered by a spherical particle, in the time domain, was divided
in two parts. The first one, written in C language, provided
the scattering amplitude function,f (ô, ı̂ ), over the entire
spectrum on the incident pulse. Functionf (ô, ı̂ ) is defined as

f ~ ô, ı̂ !5 (
m50

`

~2m11!•sinhm•eihm
•Pm~cosu!, ~A4!

with ı̂ and ô representing the unit vectors in the direction of
the incident and scattered waves.

The algorithms used to calculate the spherical Bessel
and Neumann functions were derived from Antosiewicz.40

The second part of the computer program, written in
Matlab© ~Math Works, Inc., USA!, determinedps(R2) in the
time domain. The main steps are as follows.

~1! The spectrum off (ô, ı̂ ) is multiplied by that of the wave
incident on the particle.

~2! The result from step 1 is multiplied bye2 ik3R1

•e2 ik3R2/k3R2 .
~3! ps(t,R2) is determined through the inverse Fourier trans-

form applied to the result from step 2.

The approach of calling a C function from a Matlab
routine reduced the time for the calculation done within the
simulation program.
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A blood vessel exposed to ultrasound: A mathematical simulation
of the temperature field

Boris Krasovitskia) and Eitan Kimmel
The Department of Agricultural Engineering, Technion, Haifa 32000, Israel
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In this article we present a mathematical simulation of the temperature field in and around a blood
vessel when it is sonicated by a focused ultrasound beam. A simplified geometry is considered: a
cylindrical blood vessel is embedded in tissue parallel to a flat skin surface. The ultrasound
transducer is placed on the skin above the blood vessel, perpendicular to the skin surface. The 3D
geometry of the problem is simplified by transformation, which maps the domain into a
parallelepiped. A computational algorithm and computer program were developed. The simulation
provides the conditions for successful occlusion of a blood vessel and demonstrates the significant
role of the blood flow rate on the temperature difference between the vessel wall and the
surrounding tissue. Comparing the predictions with published experimental data tested the validity
of the method. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1452741#

PACS numbers: 43.80.Gx@FD#

NOMENCLATURE

x̄, ȳ, z̄, r̄ space coordinates~m!
t time ~s!
T̄ temperature~K!
z̄0 focal distance of the transducer~m!

H̄0 distance between the vessel axis and the skin
surface~m!

S̄ area of the transducer surface~m2!
N0 power of the transducer~W!

Ī ultrasound intensity~W m22!

l̃ ultrasound wavelength~m!
R0 radius of the blood vessel~m!
Q blood flow rate in the vessel~m3 s21!
a tissue attenuation coefficient~Np/m!
a tissue absorption coefficient~Np/m!
as tissue scattering coefficient~Np/m!
wb blood perfusion rate~s21!

l heat conductivity~W m21 K21!
c specific heat~J kg21 K21!
k heat diffusivity ~m2 s21!
r density~kg m23!
ā heat transfer coefficient~W m22 K21!
Re Reynolds number for blood flow
Pr Prandtl parameter for blood
Subscripts
t tissue
b blood
v vessel
A arterial
a ambient
0 initial or axis
s surface
w wall
e medium without attenuation
f focal

I. INTRODUCTION

Therapeutic ultrasound~TUS! with frequency in the
range 1–3 MHz and wavelength of the order of 1023 m
penetrates tissues well. Part of its acoustic energy is absorbed
and converted to thermal energy. An ultrasound beam can be
focused deep into the body onto a focal zone with a typical
dimension of 1023 m. The greatest temperature elevation is
induced at the focal zone because the beam intensity there is
much higher than in the surrounding tissues. This allows
tissue at the focal spot to be selectively destroyed while tem-
perature elevation in the surrounding tissues is relatively
small and excessive damage is prevented.

When a blood vessel is located near the focal spot, a
substantial temperature increase of the blood and the vessel

wall may occur in spite of the cooling effect of the blood
flow, which carries away part of the absorbed energy. Vessel
spasm and permanent blocking of the vessel may develop
under such conditions~Marinot et al., 1994!. Occlusion of
small blood vessels near the skin surface has therapeutic
~e.g., treatment of skin cancer! and cosmetic~e.g., treatment
of port-wine stains! applications~Fry et al., 1954; Hill et al.,
1994!. Deeper blood vessel occlusion is done using focused
ultrasonic beam guided by MRI~Hynynenet al., 1996!. Ac-
cording to this technique, an ultrasonic transducer is placed
on the skin and the focal zone is made to coincide with the
blood vessel.

The objective of this study is to evaluate the temperature
elevation in and around a blood vessel exposed to a focused
ultrasonic beam. The acquired data might provide means to
reduce unnecessary damage by minimize overheating of thea!Electronic mail: agboris@tx.technion.ac.il
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surrounding tissue. Previous theoretical studies of a blood
vessel in a focused ultrasonic beam solved a 2D heat transfer
problem employing Pennes bioheat equation for the tissue
domain and scalar effective thermal conductivity equation
for the blood domain~Kolios et al., 1996; Curraet al.,
2000!. In both studies a 2D problem has been solved assum-
ing a coaxial setup of beam and vessel, and tissue boundaries
far away from the vessel. As for heat absorption, Kolios
et al. ~1996! assumed linear absorption function, while Curra
et al. ~2000! took into account nonlinear heat absorption and
dispersion. In the problem we solve here the beam axis is
perpendicular to the vessel axis. The skin surface is parallel
to the blood vessel and even close to it as in the case of
subcutaneous blood vessels. This setup requires the solution
of a 3D heat transfer problem. Heat absorption is assumed
linear based on Curraet al. ~2000!, who showed that when
the focus coincides with a blood vessel, the significant influ-
ence that nonlinear effects have on the temperature field is
limited to a very short initial period of about 0.3 s.

II. INTENSITY DISTRIBUTION OF A FOCUSED
ULTRASOUND BEAM IN A TISSUE

Consider a spherically concaved ultrasound transducer
that is placed above the skin surface. A nonattenuating me-
dium fills the gap between the transducer and the skin~Fig.
1!. Over the transducer surface the amplitude and phase of
the normal velocity are assumed constant and intensity is
small enough to exclude cavitation and other nonlinear ef-
fects.

A recent MRI guided technique for blood vessel occlu-
sion by focused ultrasound allows us to place, with great
accuracy, the focal spot into the vessel~Hynynen et al.,
1996!. As a result, one may expect that steep temperature
gradients in the tissue take place in the close proximity of the
intersection of the focal spot and the vessel center line.

Thereafter, while considering the heat transfer around a
heated vessel, an approximate axisymmetric distribution of
the ultrasound intensity may be derived in the vicinity of the
focal spot,

Ī 5N̄~ z̃!I e~ r̃ ,z̃!, ~2.1!

where the nondimensional coordinates arez̃5 z̄/ z̄0 and r̃
5 r̄ / z̄0 ; the origin of the coordinate system coincides with
the focal point~see Fig. 1!; andN̄( z̃)[N( z̃)/N0 denotes the
nondimensional power, integrated over the cross section of
the beam perpendicular toz̃. Here, I e denotes the intensity
distribution for a focused beam emitted by a transducer with
powerN0 in a nonattenuating media. The value ofI e at the
focal point (I e f) is expressed as follows~O’Neil, 1949! by

I e f5I 00exp~b!, ~2.2!

where I 00 is the intensity at the transducer surface, andb

52 ln(S̄/z̄0l̃).
Here,S̄ is the emitting surface area of the transducer and

l̃ is the wavelength. Following Robinson and Lele~1969!,
one may claim that in the proximity of the focal zone,

I e5I 0~ z̃! exp@2j~ z̃! r̃ 2m#, ~2.3!

whereI 0 is the radiation intensity at the beam axis, described
by

I 05I e f exp~2buz̃un!. ~2.4!

The parametersm andn in Eqs.~2.3! and ~2.4! charac-
terize the specific transducer and may be determined during
the calibration procedure.

For nonattenuating media, the power is conserved and
therefore*0

`2prI e dr5N0 . In order to meet this condition,
the functionj( z̃) in Eq. ~2.3! should be determined as fol-
lows:

FIG. 1. Scheme of the mathematical statement.~a!
Physical domain;~b! transformed domain.
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j1/m5
1

S
exp@b~12uz̃un!#, ~2.5!

whereS5S̄/p z̄0
2.

Substituting Eqs.~2.4! and ~2.5! into Eq. ~2.3! yields

I e5I 00expFb~12uz̃un!2H 1

S
exp@b~12uz̃un!# r̃ 2J mG .

~2.6!

For media with nonzero attenuation, part of the acoustic
power converts to heat or scatters. Assuming that the attenu-
ation takes place only inside the tissue, one obtains

N̄5exp@22az̄0~ z̃1H̄0 / z̄0!#.

The parametera, the amplitude attenuation coefficient, con-
sists of scattering and absorption contributions,a5as1a,
whereaS is the scattering coefficient anda is the absorption
coefficient.
Finally, Eq. ~2.1! becomes

Ī 5I 00expH 22az̄0~ z̃1H̄0 / z̄0!1b~12uz̃un!

2F1

S
exp@b~12uz̃un!# r̃ 2GmJ . ~2.7!

III. THE HEAT TRANSFER PROBLEM FOR A BLOOD
VESSEL IN TISSUE

A. A mathematical statement

The heat balance for a blood vessel embedded within a
tissue includes a convective heat flux term, dissipation of
ultrasound energy term@see Eq.~2.7!#, and a term accounting
for the heat transfer between the vessel wall and the sur-
rounding tissue. Longitudinal conductive heat flux along the
vessel axis is usually much smaller than the convective heat
flux and here is neglected. In this study~see data below! the
convective heat flux is about 500 times greater than the con-
ductive term. We considered also that the blood temperature
is uniform in a given cross section of the vessel. In such a
statement the heat flux from the blood to the vessel wall is
proportional to difference between the averaged blood tem-
perature and the wall temperature and the corresponding heat
transfer coefficientān ~Rohsenow, 1998!. The following
analysis involves few dimensionless coordinates~see Fig. 1!:

x5
x̄

R0
; y5

ȳ

R0
; z5

z̄

R0
; r 5

r̄

R0
;

dimensionless timet5k t(t2t0)/R0
2; dimensionless focal

distance z05 z̄0 /R0 ; dimensionless distance between the
vessel axis and the skin surfaceH05H̄0 /R0 ; dimensionless
temperatures

Tb5
T̄b2T̄0

T̄02273
; Tt5

T̄t2T̄0

T̄02273
;

Ta5
T̄a2T̄0

T̄02273
; TA5

T̄A2T̄0

T̄02273
;

and various dimensionless parameters,

U5
2a tR0

2N0

l tS̄~ T̄02273!
; W5

rbcbwbR0
2

l t

;

NV5
2abpR0

3N0

rbcbQS̄~ T̄02273!
;

P5
l tR0

rbcbQ
; as5

āsR0

l t
; av5

āvR0

l t
;

g5
pR0

2mz̄0
2~12m!

S̄
.

The heat balance for a blood flow in the vessel is described
in Lagrangian coordinates by the one-dimensional equation,

]Tb

]x
52qw1NvI rt ; 2`<x<`. ~3.1!

It contains, from left to right, the following three terms: a
convective term whereTb is assumed uniform over a given
cross section; heat flux across the vessel wall accounting for
a vessel length unitqw52P*0

2p(]Tt /]r )ur 51dw; and an ul-
trasound heating term whereI rt is the average ultrasound
intensity over the vessel cross section and the parametersNv
andP are described above.

The boundary condition for Eq.~3.1! is

Tb50 at x52`. ~3.2!

The heat transfer equation for the surrounding tissue, which
is subjected to an ultrasound irradiation,

]Tt

]t
5

]2Tt

]x2 1
]2Tt

]y2 1
]2Tt

]z2 1W~TA2Tt!1U•I t ,

2`,x,`, z21y2>1, z>2H0 , ~3.3!

takes into account heat conduction, blood perfusion~W! and
arterial temperature (TA), and ultrasound energy dissipation
(U•I t). Here, I t is the dimensionless ultrasound intensity
defined in a 3D system of coordinates similar to Eq.~2.7!; U
is a dimensionless parameter defined above.

The initial conditions att50 are

Tt50; Tb50. ~3.4!

The boundary conditions at the tissue surface,z52H0 , are

]Tt

]z
5as~Tt2Ta!, ~3.5!

where Ta is the ambient temperature andas is the skin/
surrounding heat transfer coefficient.

The boundary conditions at the vessel surface$z21y2

51%,

]Tt

]r
5av~Tt2Tb!, ~3.6!

is based on known expression for the heat transfer coefficient
āv expressed as a function of Re and Pr of the flowing blood
~Rohsenow, 1998!.
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The boundary conditions at infinite distance from the
ultrasound source (x56` y56` z5`) are

Tt50; gradTt50. ~3.7!

B. Algorithm of the numerical solution of the problem

Domain D $2`,x,`; z21y2>1; z>2H0 ; y>0%
is bounded by a complex set of boundary surfaces, namely
an infinite flat boundary (z52H0) and a cylindrical bound-
ary (z21y251;y>0) as shown in Fig. 1~a!. The numerical
solution of the problem@Eqs. ~3.1!–~3.7!# in domainD ne-
cessitates a complex numerical scheme that has to overcome
problems in matching few grid systems. In order to circum-
vent this difficulty, domainD is mapped by the following
transformation,

y5
c0 sin~px2!

cosh~a0x1!2cos~px2!
,

~3.8!

z5
c0 sinh~a0x1!

cosh~a0x1!2cos~px2!
2H0 , x5tanS p

2
x3D ,

wherec05AH0
221 anda05 ln(H01c0), into a parallelepi-

ped shape domainD1 $0<x1<1;0<x2<1;21<x3<1%
bounded by simple set of finite, parallel and perpendicular
flat surfaces $x150;x151;x250;x251;x3521;x351%
@see Fig. 1~b!#. This transformation@Eq. ~3.8!#, which was
first introduced for a 2D domain by Ufliand~1950!, greatly
simplifies the computational algorithm.

In D1 domain, the heat transfer problem for the blood
vessel@Eqs.~3.1! and ~3.2!# is transformed into

2

p
cos2S p

2
x3D ]Tb

]x3
52qw1NvI rt , 21<x3<1 , ~3.9!

Tb50 at x3521, ~3.10!

whereas the heat transfer problem for the surrounding tissue
@Eqs.~3.3!–~3.7!# becomes

]Tt

]t
5

b~x1 ,x2!

c0
2a0

2

]2Tt

]x1
2 1

b~x1 ,x2!

c0
2p2

]2Tt

]x2
2

1
4

p2 cos2S px3

2 D ]

]x3
Xcos2S px3

2 D ]Tt

]x3
C

1W~TA2Tt!1U•I t, ~3.11!

whereb(x1 ,x2)[@cosh (a0 x1)2cos (px2)#
2.

The boundary conditions are, at the tissue surface,x1

50,

]Tt

]x1
5

asa0c0

12cos~px2!
~Tt2Ta!; ~3.12!

and at the vessel surface,x151,

]Tt

]x1
5

ava0c0

H02cos~px2!
~Tb2Tt!. ~3.13!

Symmetry conditions on the planey50 (x250; x2

51) are

]Tt

]x2
50, ~3.14!

and, at infinite distance from the ultrasound beam in the di-
rection of the vessel axis,x3561:

Tt50,
]Tt

]x3
50. ~3.15!

Equation~3.11! with the boundary conditions@Eqs. ~3.12!–
~3.15!# are solved numerically using a locally one-
dimensional finite-difference scheme~Samarski, 1963;
Mostinskaya, 1967!

At each time interval@ t j ,t j 11# the following subprob-
lems are introduced,

]v1

]t
5

b~x1 ,x2!

c0
2a0

2

]2v1

]x1
2 1W~TA2v1!1U•I t ; ~3.16!

]v2

]t
5

b~x1 ,x2!

c0
2p2

]2v2

]x2
2 ; ~3.17!

]v3

]t
5

4

p2 cos2S px3

2 D ]

]x3
S cos2S px3

2 D ]v3

]x3
D ~3.18!

for v1 , v2 andv3 . The boundary conditions are, at the skin
surfacex150,

]v1

]x1
5

asa0c0

12cos~px2!
~v12Ta!, ~3.19!

and at the vessel surface,x151,

]v1

]x1
5

ava0c0

H02cos~px2!
~Tb2v1!. ~3.20!

The symmetry condition on the planey50 (x250; x251)
is

]v2

]x2
50. ~3.21!

The boundary conditions at infinite distance from the ultra-
sound beam along the vessel axisx3521 are

]v3

]x3
50. ~3.22!

The equation system@Eqs. ~3.16!–~3.22!# is then integrated
for each time step@ t j ,t j 11# using the following initial con-
ditions:

v1~x1 ,x2 ,x3 ,t j !5Tt~x1 ,x2 ,x3 ,t j !, ~3.23!

v2~x1 ,x2 ,x3 ,t j !5v1~x1 ,x2 ,x3 ,t j 11!, ~3.24!

v3~x1 ,x2 ,x3 ,t j !5v2~x1 ,x2 ,x3 ,t j 11!, ~3.25!

Tt~x1 ,x2 ,x3 ,t j 11!5v3~x1 ,x2 ,x3 ,t j 11!. ~3.26!

For integration of the boundary value problems the method
of forward elimination and back substitution~Godunov and
Ryaben’kii, 1987! was used.

Using calculated distribution of the tissue temperature
qw may be determined over the range21<x3<1 and then
Eq. ~3.9! is integrated to yieldTb at time t j 11 . This proce-
dure is then repeated.
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IV. RESULTS AND DISCUSSION

Our method is tested with input data from occlusion
experiments of a branch of the renal artery of a rabbit with a
focused ultrasound beam~Hynynenet al., 1996!. The diam-
eter of the vessel is about 0.631023 m and the distance
between the vessel axis and the skin surface is about 2
31022 m. We estimatem51.065 in Eq.~2.3! andn50.93
in Eq. ~2.4! as the parameters that correspond to the values
reported by Hynynenet al. ~1996! of the beam’s half-
intensity diameter (1023 m), and length (4.831023 m). To
further resemble the experimental conditions, we set the
transducer power at the simulation to fit the intensities mea-
sured by Hynynenet al. ~1996! at the focal point. Additional
properties of kidney were obtained from Duck~1990! and
Goss et al. ~1978! for tissue: heat conductivityl t

51.2 W m21 K21; specific heatct54.23103 J kg21 K21;
density r t5103 kg m23; absorption coefficient a t

57.5 Np/m; blood: arterial flow rate Q50.73
31028 m3 s21, specific heatcb54.23103 J kg21 K21; den-
sity r t5103 kg m23; and absorption coefficientab

51 Np/m. Perfusion rate ofwb50.1 s21 was estimated for
the kidney~Guyton, 1986!.

Blood temperature~Fig. 2! and tissue temperature~Fig.
3! profiles are shown for a 1 sexposure to ultrasound with
focal intensity of 4.43107 Wm22. As shown in Fig. 2,
maximum blood temperature reaches about 50 °C (Tb

50.36). At the same time tissue temperatures on the focal
axis reach as high as 102 °C and 100 °C~Tb51.77 and 1.7,
respectively!, while maximal temperature in the horizontal
plane of the vessel is about 68 °C (Tb50.84) ~see Fig. 3!.
Note that tissue temperature in between the blood vessel and

the skin are greater than deep temperature in spite of the
cooling effect of the skin, due probably to greater ultrasound
intensity, closer to the transducer. Note also that such high
temperatures can damage the tissue.

Average wall temperature of about 62 °C, which is pre-
dicted in this simulation, is in accord with the following two
experimental findings:~i! Hynynenet al. ~1996! define focal
intensity of 4.43107 W m22 as the lower limit for wall con-
traction, and~ii ! Marinot et al. ~1994! report that tissue tem-
perature higher than 54 °C causes the vessel wall to contract.

The next stage in the protocol of the vessel occlusion
included 10 s of sonication with a lower intensity of 2.8
3107 W m22 ~Hynynenet al., 1996!. We simulate this stage
assuming that the blood flow in the vessel may have been
substantially reduced as a result of vessel contraction that
followed the first short~1 s! pulse of high-intensity ultra-
sound. For demonstration, we compared normal blood flow
rate with flow rate as low as 1% of the normal. The reduced
flow rate results by maximal blood temperature of about
110 °C (Tb51.97) at a location a little downstream to the
beam axis~Fig. 4!. When similar sonication conditions are
applied to a vessel with normal blood flow, the blood tem-
perature is much smaller~about 55 °C,Tb50.49, see Fig. 4!.
The lower blood temperatures that accompany greater arte-
rial flow are attributed to the convective cooling effect of the
blood flow. It is the same cooling effect which is accountable
for the large differences in tissue temperature near the artery
between the case of very small blood flow~Fig. 5! and much
greater normal blood flow~Fig. 6!. Far from the blood vessel

FIG. 2. Blood temperature along the vessel after 1 s sonication. Focal in-
tensity 4.43107 W m22.

FIG. 3. Temperature profiles in tissue after 1 s sonication. Focal intensity
4.43107 W m22. ~1! z direction towards the skin;~2! z direction away from
the skin; and~3! y direction parallel to the skin.

FIG. 4. Blood temperature along the vessel after 10 s sonication of 2.8
3107 W m22 focal intensity.

FIG. 5. Temperature profiles in tissue after 10 s sonication of 2.8
3107 W m22 focal intensity. 1% of normal flow.~1! z direction towards the
skin; ~2! z direction away from the skin; and~3! y direction parallel to the
skin.
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~sayr .5! the temperature profiles in the tissue are about the
same in both cases. Yet, substantial temperature differences
between the two cases are shown in Figs. 5 and 6 for the
close proximity of the vessel wall. In the case of decreased
blood flow ~Fig. 5!, average vessel wall temperature reaches
about 109 °C. Such high temperatures are expected to cause
welding of the vessel wall and consequently to induce per-
manent blocking of the vessel~Marinot et al., 1994!. In dif-
ference, in the case of normal blood flow~Fig. 6! the average
wall temperature is much lower—about 62 °C. Such low
temperature cannot induce welding of the vessel wall
~Marinot et al., 1994!.

V. CONCLUDING REMARKS

The above bio-thermal simulations clarify the heat trans-
fer mechanisms involved in the occlusion of a blood vessel
using a focused ultrasonic beam and may be used for plan-
ning of a more effective procedure. When carrying normal
blood flow, the artery acts as a cooling pipe and as such its
wall temperature as well as the blood temperature are much
lower than the surrounding tissue. For permanent occlusion
the artery has to be heated beyond some threshold tempera-
ture. In the case of normal blood flow, permanent occlusion
therefore is accompanied by excessive damage to the sur-
rounding tissue. Our simulation shows how a much-reduced
flow rate in the artery allows us to achieve permanent occlu-
sion without damaging too much the surrounding tissue. The
need to induce vessel contraction by a short high-intensity
pulse at the beginning of the occlusion procedure is thus
justified.

The advantage of our method is that it is applicable to a
complex geometrical arrangement of a straight, cylindrical
vessel that runs parallel to the skin surface in a homogeneous
tissue. In addition, it is applicable, under some adjustment, to

any distribution of ultrasound energy. This allows us, for
instance, to study occlusion of a blood vessel very close to
the skin or to search for the optimal angle between the ultra-
sonic beam and the vessel. The disadvantage of the method
is that it is limited to a specific, simplified configuration, and
that no nonlinear effects were taken into account. Further
improvement of the numerical scheme to include nonlineari-
ties is planned for future work.
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Reparable sonoporation generated by microstreaming
Junru Wua)

Department of Physics, University of Vermont, Burlington, Vermont 05405

Joel P. Ross
Department of Chemistry and Physics, Saint Michael’s College, Colchester, Vermont 05439

Jen-Fu Chiu
Department of Biochemistry, University of Vermont, Burlington, Vermont 05405

~Received 7 March 2001; accepted for publication 26 September 2001!

Reparable sonoporation was observed in Jurkat lymphocytes in suspension exposed to a vibrating
Mason horn tuned to 21.4 KHz. The diameter of the horn tip was 400mm and its transverse
displacement amplitude was 7.8mm. It was found that the shear stress associated with
microstreaming surrounding the Mason-horn tip was the primary reason for the cell reparable
sonoporation. The threshold shear stress was determined to be 1264 Pa for exposure time up to 7
min. It was also found that the shorter the exposure time, the greater the threshold. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1420389#

PACS numbers: 43.80.Gx, 43.35.Ei@FD#

I. INTRODUCTION

Recent in vitro studies have shown1–3 that cell mem-
branes can become temporarily ‘‘open’’ to small and large
molecules and then ‘‘resealed’’ when relatively low-
amplitude ultrasound is applied to a cell suspension that con-
tains an ultrasound contrast agent. Consequently, foreign
molecules may be trapped in the cells. This phenomenon is
called reparable sonoporation~RS!.3 The spatial peak acous-
tic pressure threshold for generating the reparable sonopora-
tion was found to be 0.12 MPa4 and 0.1 MPa1 for 1 and 2.25
MHz ultrasound, respectively. In contrast, the phenomenon
in which a cell suffers lethal damage upon exposure to a
sound field, and its membrane becomes permanently ‘‘open’’
is called lethal sonoporation~LS!. In addition, the sonopora-
tion technique was successfully used in gene deliveryin
vitro.4 The physical mechanism of sonoporation, however, is
not well understood.

Our previous study3 has shown that the bubble–cell
spacing played an important role in accurately predicting
reparable and lethal sonoporation in the suspension. The per-
centage of sonoporated cells was found to be proportional to
the inverse cubic power of the bubble–cell spacing (1/r 3).
This result suggests that the possible mechanism involved
may be primarily due to a short-range volume interaction
between the cell and the nearest bubbles; only the cells that
move very close to pulsating bubbles experience this inter-
action. The probability of this short-range interaction decays
quickly as the spacing increases. In other words, the 1/r 3

dependence also implies that the percentage of sonoporated
cells is proportional to the bubble number concentration
when the cell concentration is constant. This study also sug-
gests that the mechanism of reparable and lethal sonopora-
tions may be similar, but the severity of the damage incurred
by cell membranes is different. When the damage is minor,
cells can repair the membrane. When the damage is beyond

their self-repairing capacity, cells suffer lethal sonoporation.
One well-known mechanism for short-range interaction

involves microstreaming. Acoustic streaming is a steady di-
rect current flow generated in a liquid by an acoustic field.5,6

The acoustic streaming can be classified into two categories:
~1!, ‘‘quartz wind’’-type streaming in bulk liquids resulting
from the attenuation of acoustic energy; and~2!, a small-
scale vortex-type acoustic streaming~microstreaming! usu-
ally occurring near pulsating bubbles at a solid surface or
small solid vibrators.5 The type 2 streaming is usually rel-
evant to bioeffects. It was reported that shear stress associ-
ated with microstreaming~details will be discussed later!
generated by an oscillating bubble, an oscillating tungsten
wire, or the tip of a Mason horn could induce biological
effects.7–10 In these studies, experiments were performed us-
ing an erythrocyte suspension subjected to a pulsating gas
bubble or an oscillating probe at 20 kHz. It was found that
erythrocyte cells experienced lethal sonoporation resulting in
hemoglobin release; it was demonstrated that the physical
mechanism associated with microstreaming around oscillat-
ing bubbles and vibrating wires/tips were similar.8–10 The
shear stress resulting from microstreaming was determined
to be the mechanism of hemolysis. The threshold shear stress
for hemoglobin release was found to be in the range 300–
450 Pa with 34% uncertainty for both cases.

Microstreaming established in the vicinity of a pulsating
bubble or a small vibrating probe has a sharp velocity drop
across a thin boundary layer whose thicknessd is described
by

d5Ah/~p f r!, ~1!

whereh andr are, respectively, viscosity and density of the
liquid and f is frequency. According to Rooney,7,8 the veloc-
ity gradientG associated with the drop is given by

G52p f e0
2/~R0d!, ~2!a!Electronic mail: jwu@zoo.uvm.edu
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wheree0 is the displacement amplitude of a vibrating bubble
or a probe of radiusR0 . Thus the shear stressS incurred
from the velocity gradient is given by

S5hG52p3/2e0
2~r f 3h!1/2/R0 . ~3!

For the study reported here, it was hypothesized that the
reparable sonoporation can also be generated by shear stress
related to microstreaming. The threshold shear stress gener-
ating reparable sonoporation should be lower than that for
hemoglobin release quoted above.

II. EXPERIMENTAL METHODS

The detailed description of the sample preparation may
be found in our previous publications.2,3 Here a brief version
is given as follows.

Jurkat lymphocytes were incubated in a 37 °C, 5% CO2

atmosphere in 25 cm2 growth area tissue culture flasks
~Becton-Dickson, Oxnard, CA! in a solution of RPMI Me-
dium 1640~GIBCOBRL, Grand Island, NY! supplemented
with 10% fetal bovine serum~FBS!. For exposures, the cells
were diluted to a concentration of 43105 cells/ml and
supplemented with 10% ~by volume! fluorescein
isothyocyanate-dextran~FITC! solution prepared by mixing
1 g FITC ~FD-500 S, Sigma Chemical Co., St. Louis, MO!
with 10 mL phosphate buffered saline. The FITC has a mo-
lecular weight of about 500 kDa, and is normally unable to
penetrate the cell membrane. For each trial, 0.5 ml of the cell
suspension was placed in a plastic culture tube of 12 mm
diam and 75 mm length~VWR Scientific, West Chester, PA!
using an aseptic technique. Six samples were prepared for
each case, for example, six samples were used for control
~sham-exposed! and six samples were used for a specific
time exposure to a vibrator~described later! excited at a spe-
cific voltage, and so on.

The vibrator used to produce microstreaming was a Ma-
son horn made in this laboratory consisting of a stainless
steel stepped~exponentially tapered! bar glued to a cylindri-
cal PZT tube transducer~3 mm thickness, 10.5 cm long, and
2.5 cm diam!, as shown in Fig. 1. This vibrator was tuned to
21.4 kHz. The total length of the cylindrical metallic probe
was 17 cm and the tip diameter of the smallest section of the
probe was 400mm. The Mason horn was driven by a Hewlett
Packard 3314A function generator~Agilent Technologies,

Palo Alto, CA! and an ENI 2100L rf power amplifier~ENI,
Rochester, NY!, as shown in Fig. 1. The oscillation of the tip
was along the transverse direction and the transverse dis-
placement was measured using a calibrated microscope. The
shear stress produced near the tip of the Mason horn was
then calculated using Eq.~3! after the displacement was mea-
sured.

It was not possible to measure the acoustic pressure am-
plitude produced by the oscillating Mason horn inside of the
culture tube due to the space limitation. The acoustic pres-
sure produced by the Mason horn was measured in a large
tank filled with distilled water by a calibrated 8 mm diam
hydrophone~model 8103!, a charge amplifier~model 2635,
Brüel and Kjær, DK-2850 Nærum, Denmark!, and a digital
oscilloscope~Infinium 54810, Agilent Technology, Palo Alto,
CA!. It was found that the acoustic pressure was azimuth
dependent but not sensitive to the radial distance of the hy-
drophone from the horn tip as long as it was rather near the
tip of the horn. The hydrophone, placed about 1 mm away
from the tip of the Mason horn, was moved around the horn
until the maximum reading was registered. In order to find
out the transmission coefficient of the culture tube and esti-
mate magnitude of the acoustic pressure inside of the culture
tube when the Mason horn vibrated, the acoustic pressure
measurement was repeated in the tank when the tip of the
Mason horn was surrounded, and not surrounded. Under the
former situation, the hydrophone was placed outside of the
culture tube.

A specific voltage at a frequency 21.4 kHz was applied
to the transducer, with the Mason horn immersed in the cul-
ture tube containing the suspension described earlier and the
sample was exposed to the sound field produced by the Ma-
son horn for a specific time. Then, the sample was centri-
fuged twice and the cells were washed with cold RPMI
~serum-free! to remove FITC-dextran from the surrounding
solution. The cells were resuspended in about 0.4 mL RPMI
and 0.1 mL Trypan Blue dye, gently mixed and counted us-
ing a hemacytometer. Each count involved pipeting about
100 mL of the solution and placing a small drop in the he-
macytometer chamber. A Nikon Optiphot-2 microscope was
used for counting. It has both ‘‘normal’’ and ‘‘epifluorescent’’
modes. For the former, white light was used and for the latter
the excitation wavelength was 440 nm generated by a mer-
cury lamp and the wavelength of the fluorescence produced
by FITC-dextran molecules trapped within the cells was 530
nm. The number of cells that were stained with Trypan Blue
~B! and the total number of cells~T! within the hemacytom-
eter were counted using the ‘‘normal’’ mode. The fluorescent
cells ~F! were counted using the ‘‘epifluorescent’’ mode.
Thus, the percentage of cells exhibiting fluorescence can be
calculated by the quotientF/T. A stained cell indicated that
the cell membrane was lethally damaged and the cell was not
able to exclude the Trypan Blue~molecular weight is 960
Da!. A fluorescent cell showed that the plasma membrane
was previously ‘‘open,’’ but had since been repaired, which
prevented the FITC-dextran molecules from leaving the cell
after they entered the cell. Each data point is an average of
six independent trials; data are presented as the average, plus
and minus one standard deviation.

FIG. 1. An illustration of the experimental setup.
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The viscosity of the suspension was measured by using a
calibrated capillary-type viscometer tube~Fisher Scientific,
Pittsburgh, PA!. The density of the suspension was deter-
mined by its mass~measured via a digital balance!, divided
by volume~measured via a volumetric flask!.

III. RESULTS

The viscosity and density of the suspension were deter-
mined to be 1.2831023 (Pa s) and 1.013103 kg/m3, respec-
tively.

The determined displacement amplitude of the tip of the
vibrating Mason horn, the velocity gradient near the tip, the
acoustic pressure amplitude, and the shear stress produced by
the oscillating Mason horn as functions of voltage applied to
the ENI power amplifier input are listed in Table I. The error
of shear stress estimated from this procedure was close to
that mentioned in Rooney’s experiment;7 it was primarily
due to the nonuniform nature of the acoustic streaming and
was estimated to be on the order of 34%. Since acoustic
pressure was measured in distilled water in a large dimension
tank, its value might be different from that inside the culture
tube filled with the suspension as reflection did occur at the
wall of the culture tube. However, the acoustic pressure am-
plitudes measured from inside (Pi) and outside (Pt) of the
culture tube indicated the acoustic pressure transmission co-
efficient, that is defined asPt /Pi , to be 0.77. Considering
this result and the fact that the viscosity of the suspension
was 1.28 times higher than that of water, it suggested that the
standing wave effects were small and the acoustic pressure
amplitude inside the culture tube should not be too much
higher than the values measured from the open distilled wa-
ter condition.

Figure 2 shows the percentage of cells exhibiting repa-
rable sonoporation as a function of the displacement ampli-
tude of the vibrating tip after 1 min exposure. When the
displacement amplitude increased from 0~control!, the per-
centage of cells that experienced reparable sonoporation did
not change significantly until the displacement reached 10m.
One-sidedt-test results indicated the percentage of cells that
exhibited reparable sonoporation were statistically identical
(p.0.1) when the displacement amplitude was below or
equal to 7.8m. The results corresponding to the tip ampli-
tudes greater than 7.8mm showed significantly higher than
those of the control (p,0.0006).

Further study was focused on the reparable sonoporation
effect produced by the Mason horn as a function of time.
Experiments were performed using the voltages correspond-
ing to 5.1 and 7.8mm tip oscillation amplitude as the applied
voltages. For the case of the 5.1mm tip oscillation ampli-
tude, the percentage of cells experiencing RS was found to
be statistically indistinguishable~data not shown! between 1
and 7 min exposures (p.0.01). For the case of the 7.8mm
tip oscillation amplitude, the results were quite different;
they varied with time. As shown in Fig. 3~a!, for exposure
time up to 4 min, the data can be fitted to a linear function of
time, resulting in anR value of 0.985~an R value of 1 indi-
cates a perfect fit!. The percentage of cells experiencing RS
leveled off for exposure time longer than 5 min. Figure 3~b!
is a plot of the percentage of cells stained with Trypan Blue
versus time when the tip amplitude was 7.8mm. For expo-
sure time up to 4 min, the data can be fitted to a linear
function, resulting in anR value of 0.996. For exposure time
greater than 4 min, the slope increased significantly.

A similar plot that contains average percentage cells
showed fluorescence and were stained with Trypan Blue ver-
sus time respectively, was presented for the case of the tip
amplitude being 25.7mm, as shown in Fig. 4. The data indi-
cated that that the average percentage cells that showed fluo-
rescence and were stained with Trypan Blue were signifi-

TABLE I. Mason horn calibration.

Voltage
~mV!

50 100 150 200 250 300 350 400 500 600

Peak
pressure

~Pa!

400 950 1780 2100 2250 2590 2770 3000 3700 4100

Displacement
~mm!

2.5 5.1 7.8 10.3 12.9 15.4 18.1 20.6 25.7 31.0

Velocity
gradient

3103 ~1/s!

0.97 4.0 9.4 16.4 25.7 36.7 50.7 65.6 102 149

Shear stress
~Pa!

1.2 5.2 12 21 33 47 65 84 131 191

FIG. 2. The percentage of cells exhibiting reparable sonoporation as indi-
cated by fluorescence versus the displacement amplitude of the Mason horn
tip. Each data point represents the average and standard deviation of six
independent trials.
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cantly different from the control (t50) when the exposure
time >10 s (p,0.03) and 40 s (p,0.05), respectively.

IV. SUMMARY AND DISCUSSION

The measured acoustic pressure amplitude generated by
the vibrating Mason horn~<4100 Pa!, as shown in Table I,
was too low to produce inertial cavitation.11 Furthermore, no
bubble or bubble activity was observed during insonification
via usual observation or by the hydrophone as a passive cavi-
tation detector.12 The microstreaming pattern similar to that
shown in Fig. 5 was observed by using small latex particles
mixed with the cell suspension as tracers. Therefore, like the
earlier experiments7–10 it is reasonable to conclude that the
shear stress associated with microstreaming produced by the
Mason horn was the primary reason for the cells showing
RS. It has also been demonstrated that the amplitude of the
vibrating tip of the Mason horn was the determinating factor
for the percentage of cells exhibiting RS. When the ampli-

FIG. 3. ~a! The percentage of cells exhibiting reparable
sonoporation versus time when the displacement ampli-
tude of the tip was 7.8mm. Each data point represents
the average and standard deviation of six independent
trials. A linear function was fit to all of the data for
exposure time less than 4 min, with anR value of 0.985.
~b! The percentage of cells stained with Trypan Blue
versus time when the tip amplitude was 7.8mm. Each
data point represents the average and standard deviation
of six independent trials. For exposure time up to 4 min,
the data can be fit to a linear function resulting in anR
value of 0.996. For exposure time greater than 4 min,
the slope increased significantly.

FIG. 4. Percentage of cells exhibiting fluorescence and stained with Trypan
Blue versus time when the tip amplitude was 25.7mm.

1463J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Wu et al.: Sonoporation



tude was less than 7.8mm, the percentage of cells exhibiting
RS was statistically indistinguishable from that of the control
(p.0.05) and also independent of time up to 7 min. The
value of RS became proportional to time fort<4 min and
finally leveled off for t.4 min when the amplitude was
equal or greater than 7.8mm. This seems to suggest that the
shear stress associated with the microstreaming of the vibrat-
ing Mason horn tip when the vibration amplitude is 7.8mm
is the threshold value for RS for exposure time up to 7 min.
According to Table I and considering the error discussed
earlier, the threshold shear stress of RS should be 12
64 Pa.

An effort was made to count the cells stained with Try-
pan Blue. As shown in Fig. 3~b!, this portion of cells in-
creased linearly with time initially~<4 min! when the am-
plitude of the vibrating tip reached 7.8mm and the slope of
this curve increased significantly after 4 min exposure. This
result is very similar to what was observed at the stage prior
to cell hemolysis; much higher shear stress was needed to
cause cell significant hemolysis.8

As the data indicate, there were always some cells show-
ing RS or LS, even for freshly prepared cells. This fact sug-
gests that the cells used in the experiment were not uni-
formly healthy before they were exposed to the sound field.
The less healthy cells were apparently much more vulnerable
to the effects induced by microstreaming. For the same mag-
nitude of shear stress, they might show LS while other
healthy cells exhibited RS. After the cells experienced RS,
they might become more vulnerable to the sonic effects and
finally became lethally sonoporated.

Since the boundary layer thickness for our case is only
4.34mm, as suggested by Rooney8 for his study, cells might
pass through the effective treatment region at the boundary
layer several times under our situation. They experienced
some slight reversible damage during each passage until the
damage became large enough to allow FITC entering the
cell, yet they could still repair themselves. In this sense, the
threshold of reparable sonoporation determined in this study

is for treatment time up to 7 min. It has not determined how
low the threshold will become when the treatment time is
increased to longer than 7 min. Furthermore, the observed
range of acoustic microstreaming field as shown in Fig. 4
increases with the amplitude of the vibrating tip. Thus, not
only the shear stress increases but the probability of more
cells moving to the effective treatment region also increases
with the amplitude of the vibrating tip. Eventually, signifi-
cant cells will suffer irreversible lethal damage at high am-
plitudes. The data shown in Fig. 4 support the above view
point. For the tip displacement amplitude increased to 25.7
mm, it took only 10 and 40 s to observe the reparable and
lethal sonoporations, respectively. In general, short exposure
needs large tip displacement; this observation agrees well
with the results in the literature.13,14

There were some fragmented cells after insonification at
higher amplitudes of tip oscillation. Although their debris
could be observed during a cell counting process, they could
not be easily counted. Both the cells stained with Trypan
Blue but otherwise still keeping their integrity and those
fragmented after exposure to a sound field were lethal dam-
aged cells; the latter were even more severely damaged than
the former.

The results of this study may shed light on the possible
mechanism of RS demonstrated by using relatively low ul-
trasound and a contrast agent.1–3 The microstreaming sur-
rounding a pulsating encapsulated microbubble may generate
enough shear stress to generate RS. A further study of RS
associated with pulsating encapsulated microbubbles is in
process.
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The acoustic structure of loud calls~‘‘wahoos’’! recorded from free-ranging male baboons~Papio
cynocephalus ursinus! in the Moremi Game Reserve, Botswana, was examined for differences
between and within contexts, using calls given in response to predators~alarm wahoos!, during male
contests~contest wahoos!, and when a male had become separated from the group~contact wahoos!.
Calls were recorded from adolescent, subadult, and adult males. In addition, male alarm calls were
compared with those recorded from females. Despite their superficial acoustic similarity, the
analysis revealed a number of significant differences between alarm, contest, and contact wahoos.
Contest wahoos are given at a much higher rate, exhibit lower frequency characteristics, have a
longer ‘‘hoo’’ duration, and a relatively louder ‘‘hoo’’ portion than alarm wahoos. Contact wahoos
are acoustically similar to contest wahoos, but are given at a much lower rate. Both alarm and
contest wahoos also exhibit significant differences among individuals. Some of the acoustic features
that vary in relation to age and sex presumably reflect differences in body size, whereas others are
possibly related to male stamina and endurance. The finding that calls serving markedly different
functions constitute variants of the same general call type suggests that the vocal production in
nonhuman primates is evolutionarily constrained. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1433807#

PACS numbers: 43.80.Ka, 43.80.Jz, 43.64.Tk@WA#

I. INTRODUCTION

The loud, two-syllable barks given by adult male ba-
boons~Papio cynocephalus! are familiar to anyone who has
traveled through the wildlife reserves of Eastern or Southern
Africa. These calls, or ‘‘wahoos’’~Hall and DeVore, 1965!,
are louder than any other calls in the baboons’ repertoire and
appear to be adapted for long-range communication~Waser
and Brown, 1984!. Depending on wind conditions they are
audible from more than one kilometer~Hall and DeVore,
1965!. Wahoos typically consist of a loud bark—the ‘‘wa’’
syllable—and a second, lower amplitude, ‘‘hoo’’ syllable.
Wahoos are given in three broadly different contexts: during
predator encounters~alarm wahoos!, during aggressive inter-
actions with conspecifics~contest wahoos!, and, less com-
monly, when a male has become separated from the group
~contact wahoos!. Alarm wahoos are given in response to a
variety of different predators, including lions~Panthera leo!,
leopards~P. pardus!, and crocodiles~Crocodilus niloticus!.
In some cases, the hoo syllable is hardly audible or drops out

entirely so that single wa syllables~barks! can also be heard.
Contest wahoos appear to play a role in competitive interac-
tions between males. They are frequently heard at dawn,
when males commonly participate in a chorus of calling in
apparent displays of dominance. They are also given during
aggressive interactions, as males either chase each other or
herd females~Buskirk et al., 1974; Cheney and Seyfarth,
1977; Saayman, 1971!. Males involved in such chases often
engage in conspicuous arboreal displays. These chases ap-
pear to function at least in part as displays of stamina and
fighting ability, and they usually involve higher-ranking
males of adjacent ranks who appear to be challenging each
other’s dominance status. Finally, wahoos may also be given
by males who appeared to have lost contact with the group.
These calls appear to have the same function as the contact
barks given by females, infants, and juveniles~Cheneyet al.,
1996; Fischeret al., 2001a; Rendallet al., 2000!.

In this paper, we present an analysis of the acoustic
structure of wahoos given by male chacma baboons~P.c.
ursinus!. We first examine possible differences between con-
test and alarm wahoos. We then investigate the extent to
which contest wahoos given in different contexts~e.g.,
male–male aggression versus herding of females! differ from
one another. Next, we examine age differences within and

a!Current address: Julia Fischer, Max-Planck Institute for Evolutionary
Anthropology, Inselstr. 22, 04103 Leipzig, Germany. Electronic mail:
fischer@eva.mpg.de
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between contexts. Finally, we focus on individual variation.
Because the first syllable of the wahoo call, the wa, is similar
to the single-syllable bark given by females~Fischeret al.,
2001a!, and the two calls apparently develop from the same
call type in juveniles~personal observation!, we also explore
differences in relation to sex. We examine age- and sex-
related differences to test predictions about the relationship
between body size and acoustic features.

A number of variables should provide cues to the body
size of the caller. Specifically, the duration of loud calls such
as wahoos should be related to lung capacity which in turn is
related to body size~Fitch and Hauser, in press!. Thus, we
expect adult males to be able to produce longer calls than
either younger males or females. Another acoustic parameter
that is frequently related to body size is the fundamental
frequency~Darwin, 1872; Morton, 1977; for a discussion see
Fitch and Hauser, in press!. We therefore predict that adult
males will produce calls with a significantly lower funda-
mental frequency than either younger males or females. Cues
to body size can also be provided by formant frequencies.
The primary determinant of formant frequencies is the length
of the vocal tract~Fant, 1960; Fitch, 1997; Liebermann and
Blumstein, 1988!. As Fitch~1997! demonstrated, a lengthen-
ing of the vocal tract tube leads to a decrease in the average
spacing between successive formants~‘‘formant disper-
sion’’!. If vocal tract length is correlated with body size,
formant dispersion provides an honest cue to body size. In
rhesus macaques~Macaca mulatta! and dogs~Canis famil-
iaris!, for instance, there is a close correlation between body
size, vocal tract length, and formant dispersion~Fitch, 1997;
Riede and Fitch, 1999!. Accordingly, we expect a lower for-
mant dispersion in adult males than in animals of other age
or sex. By examining the relationship between call structure
and function, we aim to formulate hypotheses about the po-
tential information available to the receivers of these signals.

II. METHODS

A. Study site and subjects

The study site lies in the Moremi Wildlife Reserve in the
Okavango Delta, Botswana, a huge inland delta fed by the
Okavango river. Yearly rainfall in Angola causes the Oka-
vango and its tributaries to rise and flood the grasslands.
Only slightly elevated patches of woodland, or ‘‘islands,’’
which range in size from less than one to over hundreds of
hectares, remain uncovered~Hamilton et al., 1976; Ross,
1987!. During the flood, the baboons ford the floodplains to
travel from one island to the next.

The average size of a baboon group’s home range in this
area is 450 ha~range 210–650 ha; Hamiltonet al., 1976!.
The study group, group C, has been observed more or less
continuously for more than 20 years. Matrilineal relatedness
of all natal animals is known. A number of comprehensive
studies describe aspects of the social behavior~Cheneyet al.,
1996; Palombitet al., 1999, 2000; Silket al., 1996, 1999!, as
well as the vocal communication of this population~Cheney
et al., 1996; Cheney and Seyfarth, 1997; Fischeret al., 2000,
2001b; Rendallet al., 1999, 2000!. During the period of this
study, group size ranged from 79 to 84 subjects.

B. Vocal recordings and behavioral observations

We recorded vocalizationsad libitum with a Sony WM
TCD-100 DAT recorder and a Sennheiser directional micro-
phone ~K6 power module and ME66 recording head with
MZW66 pro windscreen! during an 18-month period be-
tween January 1998 and June 1999. Whenever a male within
earshot started calling, we approached the subject and at-
tempted to record his calls. Information regarding caller
identity, identity of and distance to subjects in the vicinity,
predator type, predator behavior, and predator distance were
spoken onto the tape. For the acoustic analysis, we used only
calls given at a distance of 5–15 m from the microphone
because estimates of some acoustic parameters can be influ-
enced by signal transmission over large distances. This is
particularly true for variables that characterize higher fre-
quency components~K. Hammerschmidt and J. Fischer, un-
published data, 2001!. Only calls whose context could be
determined precisely were subjected to acoustic analysis.

C. Acoustic analysis

We visually inspected and sampled calls that were not
disturbed by background noise~i.e., bird song, other animals
calling! at a sample frequency of 20 000 Hz usingRTS ~En-
gineering Design, Belmont, MA; Beeman, 1996! or COOL

EDIT 96 ~Syntrillium, Phoenix, AZ!. To obtain a better fre-
quency resolution, we first reduced the sample frequency to
10 000 Hz. Next, we used theSIGNAL sound analysis system
~Engineering Design, Belmont, MA; Beeman 1996! to con-
duct a fast Fourier transform~1024-pt FFT; time step: 5 ms;
frequency range: 4000 Hz; frequency resolution: approxi-
mately 10 Hz!. We sampled a mean of 2.9 calls per bout
~median: 2, range: 1–13! from a total of 83 call bouts. In the
contexts from which we sampled the calls, no high-
amplitude vocalizations other than calls categorized as ‘‘wa-
hoos’’ occurred. In some of the recording sessions, animals
also uttered low-amplitude grunts which were not considered
in the present analysis.

We submitted the resulting frequency time spectra to a
custom software program~LMA 8.4! that extracts different sets
of call parameters from acoustic signals~Hammerschmidt,
1990!. Below, we briefly describe the underlying principle
for the different groups of measurements. Figure 1 illustrates
some of the variables considered in the analyses. First, we
calculated an autocorrelation function for every time seg-
ment in a given call. Depending on the number of peaks and
the periodicity of the autocorrelation function, each time seg-
ment was classified as noisy~no peaks could be detected!,
complex ~some peaks could be detected but they were not
periodic!, or tonal ~peaks were periodic!. We then deter-
mined the percentage of time segments in a given call that
was noisy. Second, we measured the statistical distribution of
the frequency amplitudes in the spectrum. For each time seg-
ment, the overall amplitude is determined. Subsequently, we
calculated the frequency at which the distribution of the am-
plitude in the frequency spectrum~hereafter ‘‘distribution of
frequency amplitudes’’! reaches the first and second quartile
of the total distribution, respectively. Third, we calculated a
set of parameters describing the first three dominant fre-

1466 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Fischer et al.: Baboon loud calls



quency bands~dfb!. The dominant frequency bands are char-
acterized by amplitudes that exceed a given threshold in a
consecutive number of frequency bins. Note that the num-
bers of the dominant frequency bands count from the lowest
frequency up; the first dfb is not necessarily the dfb with the
highest amplitude. Fourth, we determined the global energy
distribution in the calls~‘‘formant-like structures’’!. Fifth, we
specified the location and the modulation of the peak fre-
quency, the frequency with the highest amplitude in a certain
time segment. Sixth, we determined the mean and maximum
frequency range. We also calculated the duration of both the
‘‘wa’’ and the ‘‘hoo’’ syllable of the call and the ratio of the
maximum amplitude of the wa versus the hoo syllable. Last,
we used a cursor to measure the fundamental frequency in
the middle third of the wa syllable~see the Appendix for a
list of the calculated parameters!. A description of the vari-
ous algorithms is given in Schrader and Hammerschmidt
~1997!.

Because some calls exhibited diagnostics of period-
doubling bifurcations~insertions of subharmonic episodes
with approximatelyF0/2, 3F0/2 etc.; see Wildenet al., 1998
for details!, it appeared that nonlinear effects also play a role
in the production of wahoos. We therefore inspected spectro-
grams visually and noted whether or not they exhibited signs
of period doubling.

Additionally, we conducted a linear prediction coeffi-
cient ~LPC! analysis usingSOUNDSCOPE~GW Instruments,
Somerville, MA! or SPEECHSTATION2~Sensimetrics, Somer-
ville, MA !. LPC analysis is an alternative to Fourier analysis
for describing the spectrum of a signal segment. We used two
approaches. First, to obtain a more detailed analysis of the
lower frequency range, we calculated 12 LPC coefficients
from a 4096-pt FFT spectrum at a frequency range of 4000
Hz with SPEECHSTATION2. In this analysis, we determined
the frequency of the peak of the first three formants~filtering
frequency!. Second, to obtain a higher resolution, we calcu-
lated 23 LPC coefficients from a 4096-pt FFT spectrum at a
frequency range of 10 000 Hz withSOUNDSCOPE. For this
analysis, we selected a 100-ms time segment of a tonal part
of the wa syllable with a nearly constant fundamental fre-
quency. To obtain a better characterization of the higher fre-
quency parts, we used a pre-emphasis filter of 6 dB/octave,
increasing the higher frequency components. From this
analysis, we determined the location of the first eight peaks,
the amplitude ratio between the peak i and peak i11, and the
difference between the frequency of peak i and peak i11. It
was not possible to analyze all of the hoo syllables in this
way, as many either had a weak amplitude or were absent.
This was particularly true for hoo syllables by adolescent and
subadult males.

An inspection of the frequency distribution of the sec-
ond formant revealed a bimodal distribution with a first peak
around 1100 Hz and a second peak around 2000 Hz. This
occurred because, in some cases, the peak detection algo-
rithm identified two peaks in the function describing the
lower vocal-tract resonances. For those cases that showed
such a ‘‘double peak,’’ we determined the formant dispersion
as the difference between the midpoint of the two lowest and
the following peak~Fig. 2!. Otherwise, we calculated the
difference between the first and the second formant peak.

Finally, we examined call rate. First, we randomly se-

FIG. 1. ~a! Amplitude and~b! spectrogram of a wahoo call indicating some
of the variables determined in the acoustic analysis. Black triangles denote
the first, second, and third dominant frequency at the beginning of the call;
white triangles are in that given time segment. Depending on the call struc-
ture, the first dominant frequency may or may not correspond to the funda-
mental frequency. For this call segment, the fundamental corresponds to the
first dominant frequency band. The two syllables are typically separated by
a short interval of little energy, and hoo syllables consistently exhibit a much
lower amplitude than wa syllables.~c! Distribution of frequency amplitudes
in the spectrum. Circles mark the first dfa, diamonds the second dfa, and
squares the third dfa for each time segment. Subsequently, the start and
mean values for the first and second dfa were calculated.

FIG. 2. Filter functions derived from an LPC analysis fitted with 23 coef-
ficients. Both functions are derived from two contest wahoos given by the
same individual. The upper graph has a lowest formant with a double peak,
the lower graph with a single peak. Formant dispersion~fd! was calculated
as the difference between the midpoint of the lowest two or the lowest peak,
respectively, and the following peak.
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lected one bout per individual and measured the interval
from the beginning of a call to the beginning of the subse-
quent call usingCOOLEDIT 96. A total of 22 bouts was chosen
for analysis, recorded from a total of 16 subjects. On aver-
age, we measured 8.966.2 (x̄6s.d.) intervals per bout. We
then calculated the number of calls/min. To test for differ-
ences in call rate between the alarm and contest contexts, we
applied the ‘‘repeated samples with missing values test’’
~Mundry, 1999!, as not all subjects were represented in both
contexts. This is a permutation test that delivers a variant of
a Friedman one-way analysis of variance, providing a way to
deal with missing values. We used 10 000 permutations. Due
to the small sample size, we did not consider the call rate in
the contact context for statistical analysis, and simply report
the results below.

D. Statistical analysis

We used a discriminant function analysis to identify dif-
ferences in vocalizations between contexts and among indi-
viduals. Discriminant function analysis identifies a linear
combination of quantitative predictor variables that best
characterizes the differences among groups~Bortz, 1993!.
Variables are combined into one or more discriminant func-
tions. Variables that fail a tolerance test, i.e., are an almost
linear combination of other variables, do not enter the analy-
sis. The discriminant function analysis establishesN-1 dis-
criminant functions, whereN is the number of groups~e.g.,
contexts or individuals! in the analysis. Discriminant func-
tion analysis has been successfully applied to determine
acoustic differences between individuals or contexts in a
number of studies~e.g., Fischeret al., 2001a; Gouzoules and
Gouzoules, 1989; Smithet al., 1982!.

Discriminant function analysis provides a classification
procedure that assigns each call to its appropriate group~cor-
rect assignment! or to another group~incorrect assignment!.
For external validation, we used a tenfold cross validation in
which we randomly selected roughly 90% of the data to
calculate the discriminant functions and used the remaining
10% of cases for classification. We iterated this procedure
ten times.

The percentage of calls classified correctly is not af-
fected by repeated measures. However, it may be influenced
by the number of variables in the analysis and the ratio of the
number of variables to the number of cases~Bortz, 1993!.
This is particularly true for the ‘‘direct method,’’ in which all
variables are entered simultaneously. We preferred this
method over the ‘‘stepwise procedure’’ because it preserves
all available information. As a result, for those analyses with
a smaller sample size we first explored the data set to iden-
tify variables that contributed to a discrimination of contexts
or individuals and excluded those variables that did not vary
among any of them. The amount of correct classification is
also unaffected by nonindependent data points, in contrast to
the significance test of the discriminant functions. We there-
fore only considered the classification results. For further
statistical evaluation, we calculated the mean values per in-
dividual and context to avoid problems associated with pseu-
doreplication. In case where we used univariate statistics, we

applied a sequential Bonferroni correction (a85a/(k2n
11), wherek5number of tests,n5number of significant
tests!. Statistical analyses were calculated using the statistical
packageSPSS 9.0. All tests are two-tailed. Unless otherwise
stated, the significance level is set ata50.05.

E. Data sets

The rationale for the selection of calls was to sample an
even number of calls per individual and context from as
many independent recordings as possible. We first entered all
calls that we recorded into a database. Next, we pseudoran-
domly chose a given number of calls per recording session.
In cases where an individual provided less than the required
number of calls, all calls available were taken.

For acoustic analysis, we created different data sets. The
first set was used to examine differences between contest and
alarm wahoos and contained up to 20 calls per individual and
context. Some of the acoustic parameters listed in the Appen-
dix (F0 mean and all parameters describing the structure of
the hoo! could not be determined for every call; there were
only 193 of the 229 calls for which there were no missing
values. Since we aimed to retain as many calls by as many
different males as possible in the analysis, we first performed
a test run with these 193 calls. We found thatF0 and the
variable describing the spectral characteristics of the hoo did
not play a role in the discrimination of contexts. We then
reverted to the entire data set of 229 calls and excluded these
parameters from the analysis. To examine the differences
within the contest condition, we raised the number of calls in
the analysis so that the maximum number of calls for each
male and subcontext was 20. The total number of calls in this
analysis was 262~see Table I for the distribution of calls
across individuals and subcontexts!.

For analyses in relation to age and context~Table II!, we
calculated the individual means of ten variables: noise, for-
mant dispersion, mean fundamental frequency, wa duration,
hoo duration, amplitude ratio wa/hoo, start and mean first
quartile of the distribution of frequency amplitudes, mean
first dominant frequency band, mean peak frequency. Finally,

TABLE I. Number of calls per individual male in the analyses of differences
between alarm and contest contexts, and differences within the contest con-
text. Callers marked with an asterisk were used in the analysis of individual
differences.

Between contexts Within contest context

Caller Contest alarm Chase Herd Contest

AP* 20 6 4 20 6
AU* 18 6 13 11 2
DG 11
EN* 19 2 14 4
KI 13 13
KK* 17 9 8 10 20
RB 7 5 7 7
RY* 20 13 11
TH* 13 11 20 11 9
VE* 20 5 6 18
WA* 19 13 3 10 20
ZK 2 2

S 168 61 68 104 90
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to compare the calls of males and females, we used the in-
dividual means of 20 acoustic variables that could be deter-
mined for both sexes~see the Appendix!.

III. RESULTS

A. Acoustic characteristics of alarm and contest
wahoos

To test whether contest and alarm wahoos are acousti-
cally different, we first conducted a discriminant function
analysis with ‘‘context’’ as the grouping variable on 229 calls
recorded from 12 males~see Table I!. Of the 168 contest
calls, 37 were given during male–male chases, 74 were re-
corded during the morning chorus or when a new male had
entered the group, and 57 while herding females. We com-
pared these calls to 61 alarm wahoos recorded from seven
males. Forty-six of the alarm calls were given to lions, five to
cheetahs~Acinonyx jubatus!, and ten to wild dogs~Lycaon
pictus!. The average correct assignment was 87.3%; a tenfold
cross validation yielded an average correct assignment of
82.7%. Figure 3 shows spectrograms of calls that we selected
according to the outcome of the acoustic analysis. The spec-
trograms depict typical exemplars~i.e., calls with a high as-
signment probability to their respective context category! of

alarm and contest calls recorded from three different males,
as well as acoustically more ambiguous exemplars~i.e., calls
with a low assignment probability!.

Those variables that—according to the discriminant
function analysis—contributed most to a discrimination of
contexts were the start of the first quartile of the distribution
of frequency amplitudes~univariate analysis of variance with
context as fixed factor and subject as random factor; only
results for test of differences between contexts are given,
since in no case did ‘‘subject’’ have a significant effect;
F1,17517.9, P,0.01), hoo duration (F1,17513.3, P
,0.05), mean (F1,1754.7, P,0.1) and minimum first
dominant frequency band (F1,17518.4, P,0.01), and the
amplitude ratio wa/hoo (F1,1758.5, P,0.05; see Table III
for more detailed statistics. Note that the inclusion of subject
as a factor yields slightly differentP levels than in the analy-
sis reported in Table III!. In general, contest wahoos had a
wa syllable with lower frequency characteristics, a longer
hoo duration, and a relatively louder hoo syllable than alarm
wahoos. Males also gave alarm and contest wahoos at sig-
nificantly different rates. While alarm wahoos were given at
an x̄6s.d. rate of 4.361.1 calls/min, contest wahoos oc-
curred at a rate of 30.564.0 calls/min~repeated samples with
missing values test:M519.6,N513,P,0.01).

An inspection of spectrograms suggested that features
diagnostic of nonlinear phenomena did not map systemati-
cally onto the classification of calls. Across individuals, 25%
628% (x̄6s.d.) of all contest wahoos and 16%615% of all
alarm wahoos exhibited signs of nonlinear phenomena,
mostly in the middle third of the wa syllable~e.g., Fig. 3,
row 3, second and fourth call from left!. This difference was
not significant~repeated samples with missing values test:
M51.05,N512, n.s.!.

B. Differences within the contest category

We found only slight differences among contest wahoos
given in the three subcontexts: the average correct assign-
ment to the three subcontexts was 65.6%~tenfold cross vali-
dation 48.5%!. The parameter contributing most to the dis-
crimination of groups was the mean first quartile of the
distribution of frequency amplitudes and the start of the first
dominant frequency band. However, subsequent univariate
analyses of variance yielded no significant differences in any
of the parameters.

C. Effects of age and context

Because we also wished to explore how contact calls
compared to alarm and contest wahoos, we conducted a re-
newed analysis on the individual means of ten acoustic vari-
ables~see Sec. II E!. However, since only few subjects con-
tributed contact calls, we decided to include contact calls
from all age classes~see Table III!. Therefore, we ran an
analysis in which we explored the influence of age and con-
text simultaneously, and in which we also aimed to identify
possible interactions between the factors. Figure 4 shows
spectrograms of calls given by males of the three age classes
in the three contexts under consideration. Since the variable
amplitude ratio wa/hoo had some missing values due to the

FIG. 3. Spectrograms of wahoo calls from three different males~rows 1–3!.
For each male, four calls are presented. From left to right: a typical exem-
plar ~according to the outcome of the discriminant function analysis! of an
alarm wahoo, an ambiguous exemplar of an alarm wahoo, an ambiguous
exemplar of a contest wahoo, and a typical exemplar of a contest wahoo.
Note that despite appreciable inter-individual variation, males show struc-
turally similar differences between contexts.

TABLE II. Number of individual males represented in the different age
classes and contexts in the analysis of the combined effects of age and
context.

Age class Contest Alarm Contact

Adult 11 7a 2b

Subadult 4 3c 3
Adolescent 1 1 1

aSix individuals also represented in the contest category.
bOne individual also represented in contest and alarm, one individual in the
contest category.

cOne individual also represented in the contest, one individual in the contact,
and one individual in the contest and contact category.
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absence of the hoo syllable in two of the adolescent males,
we had to remove this variable from the analysis. Using the
remaining nine variables, we observed significant multivari-
ate differences among contest, alarm, and contact wahoos
~Wilk’s l50.138; F18,3053.00,P,0.01) and in relation to
age~Wilk’s l50.152;F20,3052.78,P,0.01), but no signifi-
cant multivariate interaction~Wilk’s l50.108; F36,61.69

51.39, n.s.!. However, subsequent inspection of single vari-
ables revealed a significant interaction for the mean first
dominant frequency band. This variable was therefore ex-
cluded from further consideration~Zar, 1999!. All other vari-
ables in the analysis except for ‘‘noise’’ varied significantly
in relation to age~Table III!. Both the mean frequency and
the formant dispersion decreased with age, whereas wa and
hoo duration increased~Fig. 5!. Wa duration, hoo duration,
and mean and start of the first quartile of the distribution of
frequency amplitudes also varied significantly or marginally
significantly in relation to context~Table III!. Post hoctests

FIG. 4. Spectrograms of wahoo calls from males of three different age
classes, given in three different contexts. From left to right: adolescent,
subadult, adult. Top row: alarm calls, middle row: contest calls; lower row:
contact calls.

FIG. 5. x̄6s.d. of four variables that vary in relation to age: formant dis-
persion, fundamental frequency, wa duration, and hoo duration.

TABLE III. Mean6s.d. and results~P-values! of univariate analyses of variance for the variables in the analysis
regarding the effects of age and context, including alarm, contest, and contact wahoos from males of all three
age classes n.s.:.0.1. The amplitude ratio wa/hoo had to be excluded due to missing values; the mean of the
first dominant frequency band was excluded due to a significant univariate interaction.

Context Statistical effects

Acoustic variable Age class Contest Contact Alarm Age Context

Formant disp.@Hz# Adult 916658 91760 875651 0.003 n.s.
Subadault 906683 913664 9846133
Adolescent 996 1036 1197

Fundamental@Hz# Adult 312636 29769 329656 0.001 n.s.
Subadult 341648 392691 408680
Adolescent 397 490 430

Noise @%# Adult 56620 2462 63615 n.s. n.s.
Subadult 53612 44647 68615
Adolescent 42 52 31

‘Wa’ duration @ms# Adult 351647 472666 322689 0.001 0.09
Subadult 285678 297681 213616
Adolescent 277 323 278

‘Hoo’ duration @ms# Adult 210664 214677 116662 0.001 0.084
Subadult 98648 113661 34617
Adolescent 0 70 0

dfal start@Hz# Adult 432674 397612 544662 0.001 0.001
Subadult 485637 5496129 7436103
Adolescent 597 526 910

dfal mean@Hz# Adult 682654 668647 691640 0.002 0.074
Subadult 689635 7306121 8166100
Adolescent 775 870 893

pf mean@Hz# Adult 755670 742648 735644 0.005 n.s.
Subadult 753650 8676140 8366170
Adolescent 888 988 914
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revealed that the hoo duration and the mean first dominant
frequency band varied significantly between contest and
alarm wahoos, while the start value of the first quartile of the
distribution of frequency amplitudes varied significantly be-
tween contest and alarm, as well as between contact and
alarm wahoos.

For some variables, these effects were limited to specific
age groups. For instance, the hoo duration in adolescent con-
test calls was equivalent to the one in adolescent alarm calls.
In sum, we found clear differences in relation to age. Also,
across age classes we found consistent differences between
alarm and contest wahoos~albeit weaker effects than when
the calls of adult males were analyzed separately!, and slight
differences between alarm and contact wahoos. We failed to
find significant differences between contest and contact wa-
hoos. However, due to the small sample size and, as a con-
sequence, the lack of power of this analysis, we cannot rule
out the possibility that differences between contest and con-
tact wahoos do exist. Interestingly, we observed a marked
difference in the rate at which calls from these two categories
were given. Contact calls were given at a much lower rate: 6
of the 14 calls in our sample were given singly, and the
remaining calls were given at a rate of 1.5 calls/min~range
0.2–2.4 calls/min!.

To make sure that these results also held for a more
balanced sample, we replicated this analysis for the calls of
adult and subadult males, and included only alarm and con-
test calls. In this analysis, we also included the amplitude
ratio wa/hoo. We observed similar significant multivariate
differences in relation to age~Wilk’s l50.208; F10,15

55.72,P,0.001) and context~Wilk’s l50.098; F20,30

53.28,P,0.01), and no significant multivariate interaction
~Wilk’s l50.452;F20,3050.73, n.s.!. All variables~see Sec.
II E! except formant dispersion varied significantly in rela-
tion to age, while wa duration, hoo duration, start and mean
first dominant frequency band varied in relation to context.
These results support the findings of our previous analysis of
all three contexts and age classes.

D. Individual differences

In the analysis of individual differences, we only con-
sidered males that contributed at least 16 calls. The data set
consisted of 170 calls from eight adult males~16–24 calls
per male!. Calls were recorded from all major context cat-
egories~alarm, contest, and contact!. We then repeated this
analysis for contest wahoos only~124 calls!. We did not have
enough alarm or contact wahoos to permit a meaningful
separate analysis. The assignment procedure of the discrimi-
nant function yielded an average correct assignment of
71.2%~cross validated 59.2%; prior probability 12.5%!. The
parameters that contributed most to a discrimination of indi-
viduals were start first quartile of the distribution of fre-
quency amplitudes ~one-way ANOVA F7,169517.2,P
,0.001), wa duration (F7,169514.3,P,0.001), and hoo
duration (F7,169512.6,P,0.001). However, using discrimi-
nant function analysis, all parameters were necessary to dis-
tinguish among individuals. If we only considered contest
wahoos, the results were essentially replicated: the correct

average assignment was 71.8%~cross validated 58.3%! with
124 calls. The same parameters contributed most to distin-
guishing among males.

E. Differences between males and females

First, we compared the acoustic structure of the wa syl-
lable of the male alarm wahoo to its equivalent call in adult
females, the single-syllable alarm bark. We used only calls
that were given in response to lions. For each individual, we
calculated the mean value for those acoustic parameters that
were common for both sexes~for details on female alarm
calls, see Fischeret al., 2001a!. There were nine females and
seven males represented in this analysis. The acoustic struc-
ture of males’ and females’ alarm calls varied significantly
(F1,145376.6,P,0.05). Figure 6 presents spectrograms of
a male and a female alarm call. Males exhibited lower fre-
quency characteristics and a longer call duration than fe-
males. A variety of parameters that influence perceived pitch
varied significantly in relation to sex, for instance the differ-
ence between the first and second dominant frequency band,
start and mean values of the first dominant frequency band,
and the mean first quartile of the distribution of frequency
amplitudes~Table IV!.

Next, we investigated whether male and female alarm
and contact calls varied in similar ways. We found some
similarities in male and female calls with regard to the vari-
ables that contribute most to a discrimination of alarm and
contact calls. For instance, in both sexes, the start of the first
quartile of the distribution of frequency amplitudes revealed
higher values for alarm calls than for contact calls~mean
6s.d. for female alarm calls: 774692 Hz; female contact
calls: 569670 Hz; Wilcoxon matched-pairs signed rank test,
n516, z523.46,P,0.001: for male alarm calls 544
662 Hz; male contact calls 397612 Hz, for statistics see
Table III!. Also, in terms of the call duration, alarm calls

FIG. 6. Spectrograms of a female~left! and a male~right! alarm call.

TABLE IV. Statistics (x̄1s.d.) and results of univariate analyses of variance
for those variables that vary in relation to sex.

Variable males Females F1,14 P,

dfb mean difference@Hz# 274614 357619 94.8 0.001
dfbl start @Hz# 350657 473641 25.8 0.001
dfal mean@Hz# 691641 824669 20.5 0.001
dfal start@Hz# 544663 7546131 15.1 0.005
Duration @ms# 297677 193646 14.1 0.005

1471J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Fischer et al.: Baboon loud calls



were shorter than contact calls for both females and males
~female alarm calls 194646 ms; contact calls 291642 ms,
z523.51,P,0.001; male alarm calls: 322689 ms, contact
calls 472666 ms!. Female alarm calls were significantly
noisier than contact calls~female alarm calls 62621%; con-
tact calls 38615%, z522.94,P,0.05; male alarm calls:
63615%, contact calls 24612%!.

IV. DISCUSSION

A. Acoustic variation in relation to context

Despite their superficial acoustic similarity, alarm and
contest wahoos given by adult male baboons exhibit a num-
ber of significant acoustic differences. Contest wahoos are
given at a much higher rate, exhibit lower frequency charac-
teristics, have a longer hoo duration, and a relatively louder
hoo portion than alarm wahoos. Within the different contest
contexts, there are only slight differences that do not reach
statistical significance. We failed to identify significant dif-
ferences between contest and contact wahoos in terms of
their acoustical structure. However, due to the small sample
size, this result should be treated with caution. Contact and
contest wahoos clearly differ in terms of the rate at which
they occur.

Wahoos also exhibit significant differences among indi-
viduals that potentially allow conspecific listeners to identify
which male is calling. Similar individual differences have
been documented for a variety of other baboon vocalizations,
including female grunts~Owrenet al., 1997! and alarm barks
~Fischer et al., 2001a!. Playback studies have shown that
these differences are perceptually salient to conspecifics~Fis-
cheret al., 2000; Palombitet al., 1997; Rendallet al., 2000!.

We were puzzled by the finding that alarm and contest
wahoos represent variations of the same general call type
despite the fact that they serve markedly different functions.
The same is true for female baboon barks, where ‘‘clear’’ and
‘‘harsh’’ bark variants function as contact and alarm calls,
respectively. Overall, baboons appear to produce only a lim-
ited number of different call types, the most common of
which are tonal, low-frequency grunts~Owrenet al., 1997!,
noisy screams, and pant barks given in submissive interac-
tions or in response to aversive stimuli such as snakes~per-
sonal observation!. Additionally, females utter mating calls
which consist of a drawn-out tonal component and a series of
rhythmic pants, while infants may emit tonal ‘‘begging’’
calls.

Why would calls that serve different functions be so
similar acoustically? Alarm and contest wahoos may differ
only subtly in their acoustic features because they are mani-
festations of a similar underlying internal state. Predator en-
counters and male competitive interactions certainly seem to
be highly charged contexts that are associated with high
states of arousal, and these states may be sufficiently similar
that they result in similar-sounding calls. If this affect-based
hypothesis is correct, however, it must also account for the
subtle but consistent acoustic difference between alarm and
contest wahoos—presumably by suggesting that a caller’s
internal state in these two contexts, while broadly similar, is
nonetheless subtly different as well.

Contest and alarm wahoos might also be similar because
of limitations in vocal production. The acoustic structure of
nonhuman primate calls is determined by oscillation of the
vocal folds~and sometimes the vocal lip, see Mergellet al.,
1999 for details!, articulatory gestures that influence the fil-
tering characteristics of the vocal tract~Brown and Cannito,
1995; Hauseret al., 1993; Hauser and Scho¨n Ybarra, 1994!,
and respiration~Häusler, 2000!. With the present data, we are
unable to estimate the influence of the different components.
Current evidence suggests that, in nonhuman primates, the
anterior cingulate cortex serves to control the initiation of
vocalizations, facilitating voluntary control over call emis-
sion and onset~Jürgens, 1995!. However, the motor coordi-
nation of the vocalization appears to take place in the reticu-
lar formation of the lower brainstem~Jürgens, 2001!,
suggesting little voluntary control over the precise structure
of the vocal pattern. Thus, contest and alarm wahoos could
be linked as well to quite different internal states that con-
verge on similar motor programs~Düsterhoft et al., 2000!.
Due to methodological constraints, we are currently unable
to resolve this question.

B. Acoustic variation in relation to body size

Our findings support the view that animals of bigger size
are able to produce longer calls, as males’ wa syllables are
indeed significantly longer than females’ barks. Likewise, we
found support for the assumption that large differences in
body size lead to differences in fundamental frequency~Dar-
win, 1872; Morton, 1977!: in male wahoos, the fundamental
frequency is significantly lower in adults than in younger
males or in females. Because we were unable to obtain mea-
surements of adult male body size, it was impossible to de-
termine whether the minimum fundamental is correlated with
body size among adults. Studies in adult humans~Fitch and
Giedd, 1999! and red deer~McComb, 1991!, however, sug-
gest that such a clear correlation is not necessarily the case.
Formant frequencies may also serve as reliable indicators of
body size, at least across sex and age classes: we observed
that formant dispersion decreases with size, but it remains
unresolved whether this relation also holds within a given
sex and age class. In sum, the loud calls of baboons provide
multiple cues to gross size differences. Whether these cues
are also reliable within adult males remains an empirical is-
sue. Current theory predicts that the formant frequencies
should accurately reflect body size among adult males,
whereas fundamental frequency may be less reliable~Fitch
and Hauser, in press!.

In addition to conveying information about the signal-
er’s body’s size, wahoos may also function to advertise a
male’s endurance and stamina. It seems likely that the hoo
syllable represents an exaggerated acoustic trait. This view is
supported by the fact that this portion of the call emerges in
adolescent males and becomes longer and louder with age,
and disproportionately so in contest~and possibly contact!
contexts. Further analyses on the relationship between hoo
duration and indicators of male stamina within the group of
adult males are clearly needed. Further support for the hy-
pothesis that wahoos advertise male quality comes from the
fact that, on average, contest wahoos are given at more than
five times the rate of alarm wahoos.
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C. Listeners’ assessment of alarm and contest
wahoos

It may seem puzzling at first that calls serving markedly
different functions are acoustically so similar, even though
they are broadcast over large distances where there may be a
cost to ambiguity~Marler, 1965!. Given that vocal produc-
tion in nonhuman primates is heavily constrained~Jürgens,
1995!, listeners seem to be under strong selective pressure to
differentiate between calls that signal the presence of a
predator and those that signal potential aggression. Although
call rate varies clearly between alarm and contest wahoos,
experiments currently underway suggest that listeners are
able to discriminate between these two call types regardless
of the rate at which they are presented~D. Kitchen, D. L.
Cheney, and R. M. Seyfarth, unpublished data, 2001!.

It seems probable that listeners learn to identify those
acoustic features that are correlated with each call type, or
individual. Infant baboons, for example, appear to learn the
distinction between females’ contact and alarm barks during
development, and their responses to each of these call types
becomes more distinctive over time~Fischeret al., 2000!.
Similarly, through processes of association, and perhaps also

by observing the responses of others, listeners attending to
wahoos may learn when to escape into trees, when to adopt
cryptic positions in order to avoid male aggression, and
when it is safe simply to ignore a call.
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APPENDIX: ACOUSTIC PARAMETERS CALCULATED FOR THE ‘‘WA’’ SYLLABLE

Variables used for comparison between males and females are indicated by an asterisk.

Parameter Description

noise@%#* percent of time segments in which no harmonic structure could be detected
Dfa1 start@Hz#* frequency at which the distribution of frequency amplitudes reaches the first quartile at beginning

of the call
Dfa1 mean@Hz#* frequency at which the distribution of frequency amplitudes reaches the first quartile, mean across

time segments
Dfa2 mean@Hz#* frequency at which the amplitude distribution reaches the second quartile, mean across time

segments
Dfb1 start@Hz#* first dominant frequency band, at beginning of the call
Dfb1 max @Hz#* maximum value of dfb1 in all time segments
Dfb1 mean@Hz#* mean dfb1 across all time segments
Dfb1 minimum @Hz# minimum value of dfb1 across all time segments
Dfb1 max location relative position of maximum in the call; ranges between 0 and 1
Db1 slope* slope of the trend of the dfb~i.e., the linear regression determined by the least squares method!
dfb trend difference@Hz# mean difference between regression function and actual value of the dfb
dfb3 %* percentage of time segments with a third dominant frequency band
dfb max difference@Hz# max difference between first and second dominant frequency band
dfb mean difference
@Hz#*

mean difference between first and second dominant frequency band across all time segments

dfb number* mean number of dominant frequency bands detected in call
dfb ratio* amplitude ratio between dfb1 and dfb2~dfb1/dfb2!
fls1 @Hz#* mean frequency range of first formant-like structure
fls2 %* percentage of time segments in which a second fls could be detected
range max@Hz#* maximum difference between highest and lowest frequency
range mean@Hz#* mean difference across all time segments
pf mean@Hz# mean of the frequencies with the highest amplitude across all time segments
pf max @Hz#* frequency of the maximum frequency of the peak frequency across time segments
pf amplitude max@Hz# frequency of the maximum amplitude of the peak frequency across time segments
pf max location@Hz# relative position of maximum in the call; ranges between 0 and 1
pf jump @Hz#* max difference of the pf in two consecutive time segments
pf slope* slope of the trend of the pf
pf trend difference@Hz# mean difference between trend line and pf
pf max jump location relative location of the max. difference in peak frequency between two adjacent time segments

1473J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 Fischer et al.: Baboon loud calls



Beeman, K.~1996!. SIGNAL Operation Manual~Engineering Design, Bel-
mont, MA!.

Bortz, J.~1993!. Statistik für Sozialwissenschaftler~Springer, Berlin!.
Brown, C. H., and Cannito, M. P.~1995!. ‘‘Modes of vocal variation in

Sykes monkeys~Cercopithecus albogularis)squeals,’’ J. Comp. Psychol.
109, 398–415.

Buskirk, W. H., Buskirk, R. E., and Hamilton, W. J.~1974!. ‘‘Troop-
mobilizing behavior of adult male chacma baboons,’’ Folia Primatol.
~Basel! 22, 9–18.

Cheney, D. L., and Seyfarth, R. M.~1977!. ‘‘Behavior of adult and immature
male baboons during inter-group encounters,’’ Nature~London! 269, 404–
406.

Cheney, D. L., and Seyfarth, R. M.~1997!. ‘‘Reconciliatory grunts by domi-
nant female baboons influence victims’ behavior,’’ Anim. Behav.54, 409–
418.

Cheney, D. L., Seyfarth, R. M., and Palombit, R.~1996!. ‘‘The function and
mechanisms underlying baboon ‘contact’ barks,’’ Anim. Behav.52, 507–
518.

Darwin, C. ~1872!. The Expression of the Emotions in Man and Animals
~Murray, London!.

Düsterhoft, F., Ha¨usler, U., and Ju¨rgens, U.~2000!. ‘‘On the search for the
vocal pattern generator. A single-unit recording study,’’ NeuroReport11,
2031–2034.

Fant, G. ~1960!. Acoustic Theory of Speech Production~Mouton, The
Hague!.

Fischer, J., Cheney, D. L., and Seyfarth, R. M.~2000!. ‘‘Development of
infant baboons’ responses to graded bark variants,’’ Proc. R. Soc. London,
Ser. B267, 2317–2321.

Fischer, J., Hammerschmidt, K., Cheney, D. L., and Seyfarth, R. M.
~2001a!. ‘‘Acoustic features of female chacma baboon barks,’’ Ethology
107, 33–54.

Fischer, J., Metz, M., Cheney, D. L., and Seyfarth, R. M.~2001b!. ‘‘Baboon
responses to graded bark variants,’’ Anim. Behav.61, 925–931.

Fitch, W. T., and Hauser, M. D. ‘‘Unpacking ‘‘honesty:’’ Vertebrate vocal
production and the evolution of acoustic signals,’’ inAcoustic Communi-
cation, edited by A. M. Simmons, R. Fay, and A. N. Popper~Springer,
New York! ~in press!.

Fitch, W. T. ~1997!. ‘‘Vocal tract length and formant frequency dispersion
correlate with body size in rhesus macaques,’’ J. Acoust. Soc. Am.102,
1213–1222.

Fitch, W. T., and Giedd, J.~1999!. ‘‘Morphology and development of the
human vocal tract. A study using magnetic resonance imaging,’’ J. Acoust.
Soc. Am.106, 1511–1522.

Gouzoules, H., and Gouzoules, S.~1989!. ‘‘Design features and develop-
mental modification of pigtail macaque,Macaca nemestrina, agonistic
screams,’’ Anim. Behav.37, 383–401.

Hall, K. R. L., and DeVore, I.~1965!. ‘‘Baboon social behavior,’’ inPrimate
Behavior: Field Studies of Monkeys and Apes, edited by I. DeVore~Holt,
Rinehart and Winston, New York!, pp. 53–110.

Hamilton, W. J., Buskirk, R. E., and Buskirk, W. H.~1976!. ‘‘Defense of
space and resources by chacma~Papio ursinus! baboon troops in an Afri-
can desert and swamp,’’ Ecology57, 1264–1272.

Hammerschmidt, K.~1990!. ‘‘Individuelle Lautmuster bei Berberaffen
~Macaca sylvanus!: Ein Ansatz zum Versta¨ndnis ihrer vokalen Kommuni-
kation,’’ Dissertation, FU Berlin, Berlin.

Hauser, M. D., Evans, C. S., and Marler, P.~1993!. ‘‘The role of articulation
in the production of rhesus monkey,Macaca mulatta, vocalizations,’’
Anim. Behav.45, 423–433.

Hauser, M. D., and Scho¨n Ybarra, M.~1994!. ‘‘The role of lip configuration
in monkey vocalizations: Experiments using Xylocaine as a nerve block,’’
Brain Lang46, 232–244.
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Two-tone suppression in the cricket, Eunemobius carolinus
(Gryllidae, Nemobiinae)
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Sounds with frequencies.15 kHz elicit an acoustic startle response~ASR! in flying crickets
~Eunemobius carolinus!. Although frequencies,15 kHz do not elicit the ASR when presented
alone, when presented with ultrasound~40 kHz!, low-frequency stimuli suppress the
ultrasound-induced startle. Thus, using methods similar to those in masking experiments, we used
two-tone suppression to assay sensitivity to frequencies in the audio band. Startle suppression was
tuned to frequencies near 5 kHz, the frequency range of male calling songs. Similar to equal
loudness contours measured in humans, however, equal suppression contours were not parallel, as
the equivalent rectangular bandwidth of suppression tuning changed with increases in ultrasound
intensity. Temporal integration of suppressor stimuli was measured using nonsimultaneous
presentations of 5-ms pulses of 6 and 40 kHz. We found that no suppression occurs when the
suppressing tone is.2 ms after and.5 ms before the ultrasound stimulus, suggesting that stimulus
overlap is a requirement for suppression. When considered together with our finding that the
intensity of low-frequency stimuli required for suppression is greater than that produced by singing
males, the overlap requirement suggests that two-tone suppression functions to limit the ASR to
sounds containing only ultrasound and not to broadband sounds that span the audio and ultrasound
range. © 2002 Acoustical Society of America.@DOI: 10.1121/1.1451069#

PACS numbers: 43.80.Lb, 43.66.Gf@WA#

I. INTRODUCTION

Masking refers to the phenomenon in which the level
required to detect one stimulus, the signal, is raised by the
presence of another stimulus, the masker. Although the un-
derlying mechanisms mediating the various forms of audi-
tory masking may vary, three prominent hypotheses are@see
Delgutte~1996! for review# ~1! the ‘‘line-busy’’ mechanism,
in which an excitatory masker causes a reduction in the
signal-to-noise ratio in the neural code;~2! adaptive mask-
ing, in which adaptation caused by the excitatory masker
reduces the excitatory response to the signal; or~3! the
masker suppresses or inhibits the excitatory response elicited
by the signal. The last has been studied at several different
levels in auditory systems using two-tone presentations and
includes examples in which one of the two tones may either
reduce the excitation produced by the other tone@e.g., as
demonstrated by the reduced firing rate or rate suppression in
the primary auditory fibers~Kiang, 1965!# or actually inhibit
the excitation produced by the first tone. Whether mediated
by mechanical or neural mechanisms, this reduced response
to the signal tone has been called either two-tone suppression
or two-tone inhibition~Kiang, 1965; Sachs and Kiang, 1968;
Arthur et al., 1971; these two terms have been used synony-
mously whether neural inhibition is observed or not!.

Two-tone suppression has been studied in a variety of
taxa. For example, earlier studies of the frequency response
characteristics of the auditory units in the mid and forebrains
of microchiropteran bats revealed excitatory frequency bands

flanked by inhibitory side-bands~Suga, 1973!, presumably
sharpening the frequency resolution of these units. Unlike
the two-tone rate suppression observed in the auditory affer-
ents of cats~Kiang, 1965!, Suga observed that stimulation
with frequencies in the suppression side-bands in bats evokes
inhibitory or polarizing responses. This class of two-tone
suppression is analogous to that demonstrated in the protho-
racic nervous system of crickets. In field crickets~Gryllidae,
Gryllinae!, ultrasound sensitivity is mediated in the CNS by
a bilateral pair of ascending interneurons called Int-1~sensu,
Moiseff and Hoy, 1983; cf. AN2, Wohlers and Huber, 1982!.
Whereas the presentation of ultrasound alone elicits excita-
tion in Int-1, the addition of a low-frequency tone~e.g., 5
kHz! can suppress this excitation. Low-frequency suppres-
sion in Int-1 is mediated by postsynaptic inhibition; the pre-
sentation of low-frequency stimuli alone evokes IPSPs and is
thus capable of reducing the excitation elicited by the ultra-
sound ~Nolen and Hoy, 1986b, 1987!. Suppression of re-
sponses of auditory units in the cricket brain by low-
frequency stimuli presumably reflects this ascending activity
in Int-1, however, as no IPSPs are evident when excitation
elicited by high-frequency stimuli~e.g., 15 kHz! is reduced
by the addition of a second tone between 1 and 11 kHz
~Boyan, 1981!.

From a behavioral perspective, whereas the presentation
of songlike~low-frequency! stimuli to field crickets flying on
a tether elicits positive phonotaxis, the presentation of batlike
ultrasound elicits an acoustic startle response~ASR! com-
prised in part of the lateral extension of the metathoracic leg,
contralateral to the stimulus@response latency: 30–60 ms
~Nolen and Hoy, 1986a; Moiseffet al., 1978; Wyttenbach
et al., 1996!#. This response presumably functions in the

a!Present address: Sec. of Integrative Biology, Patterson Hall, University
of Texas-Austin, Austin, TX 78712. Electronic mail:
hfarris@mail.utexas.edu
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avoidance of echolocating insectivorous bats; the directional
steering effect of the leg swing causes the cricket to steer
away from the ultrasound source~Nolen and Hoy, 1986a!. In
experimental paradigms similar to those examining single-
tone masking, the simultaneous presentation of a low-
frequency stimulus~e.g., 5 kHz! with ultrasound raises the
level of ultrasound required to elicit the ASR~Nolen and
Hoy, 1986b!. Because the experimental suppression of Int-1
using hyperpolarizing current is sufficient in suppressing
startle responses to ultrasound stimuli~Nolen and Hoy, 1984,
1987!, the mechanism for this type of masking~i.e., two-tone
suppression using a behavioral assay! is presumably the in-
hibitory effect of the low-frequency stimulus on Int-1.

Sounds with frequencies>15 kHz also elicit a startle
response in flyingEunemobius carolinus~Gryllidae, Nemo-
biinae! ~Farris and Hoy, 2000!. In contrast to field crickets,
the direct presentation of frequencies,15 kHz to tetheredE.
carolinusdoes not elicit a response. These frequencies, how-
ever, can suppress the ultrasound-induced startle. Thus, be-
cause a direct assay was unavailable, we use the ultrasound-
induced startle response and its suppression as an indirect
test of low-frequency sensitivity inE. carolinus. The experi-
mental paradigms used in this article are modeled after
single-tone masking paradigms~e.g., Vogten, 1974! and are
used to determine the frequency and temporal sensitivity for
sounds with frequencies<15 kHz. From an ethological per-
spective, these tests examined whether sounds that best sup-
pressed the ASR were similar to those typical of theE. car-
olinus male calling song@e.g., ;6.7 ms pulses of 5.6–6.3
kHz at;75 pulses/s, these parameters vary with temperature
~Alexander, 1957; Walker, 1962!# and thus might reflect spe-
cialization for song detection. Some of the results reported
here have been previously reported in abstract form~Farris
and Hoy, 1997, 1998!.

II. MATERIALS AND METHODS

A. General methods

Except where noted, general methods are the same as
those in Farris and Hoy~2000!.

1. Subject animals

The colony, started from individuals sound-trapped in
Lafayette County, MS~see Farriset al., 1997!, was reared
under a 14 L/10 D h, light schedule and fed ‘‘cricket chow’’
ad libitem.

2. Acoustic stimuli

Stimuli were generated using Tucker Davis Technolo-
gies ~TDT! 16-bit, digital-to-analog converters and custom-
written software~8 or 6 ms sample period!. Stimuli were
amplified using a Harman/Kardon HK6150 integrated ampli-
fier. Ultrasound stimuli~i.e., startle stimuli! were broadcast
from either a Radio Shack Super tweeter~cat. no. 40-1310b!
or through Panasonic 40 kHz transducers~40 kHz stimuli
only!. Low-frequency stimuli~i.e., suppressor stimuli, 2–15
kHz! were broadcast from either an ESS AMT-1 tweeter or
Motorola piezoelectric speakers. All speakers were located
30 cm from the preparation. Stimulus amplitude was ad-

justed using TDT PA4 programmable attenuators~1 dB mini-
mum step size!. The stimuli were calibrated at the position of
the test animal using online comparisons of the rms voltage
of the stimuli to that generated by a B&K 4220 pistonphone
calibrator~125 ms duration samples!. The calibration system
included a B&K 41351

4-in. microphone~0 degree angle of
incidence!, B&K 2639 preamp, and a B&K 5935 micro-
phone power supply. All sound pressure levels~dB SPL! are
referenced to 20mPa. For all speakers, the maximum output
level of the system was 107 dB SPL. All pulse onset and
offset ramps are raised cosine. Total harmonic distortion of
the system was determined to be,1% ~240 dB! using a
Hewlett-Packard 3562A signal analyzer.

3. Startle response and suppression

Long-wingedE. carolinuswere tethered dorsally at the
pronotum to a 14-cm-long piece of piano wire using low-
temperature melting point wax. Flight can easily be initiated
by waving the tethered cricket in the air or by giving it small
puffs of air. Once flying, a tethered cricket was placed in a
Faraday cage lined with acoustic foam to minimize echoes.
The tethered cricket was positioned 7 cm from the floor of
the cage and 30 cm from the speakers placed at 90 degrees
normal to the cricket. The behavioral components of the
acoustic startle response consist of an abrupt cessation of
flapping, folding of the hind wings, closure of the tegmina,
anterior extension of the prothoracic and mesothoracic legs,
posterior extension of the metathorcic legs, and dorsal move-
ment of the antennae~Farris and Hoy, 2000!. Although flight
usually resumed with the termination of the startle stimulus,
reinitiating flight in some subjects became more difficult
with increasing numbers of startle responses. To help ensure
that most subjects would complete an experiment, we chose
to measure thresholds using the adaptive procedures below.

Startle thresholds to ultrasound alone were measured us-
ing a 1/2-down, 0/2-up adaptive procedure~see Farris and
Hoy, 2000!. In this procedure, the amplitude of a single pulse
was decreased in 6-dB steps if a startle response was ob-
served in 1 out of 2 stimulus presentations. Stimulus step
sizes were then changed to 3 and 1 dB for each reversal until
a threshold was determined. This adaptive procedure con-
verges on the stimulus level that elicits a response in 30% of
the presentations~Levitt, 1971!. Thresholds for two-tone
suppression, however, were measured using the 2/2-
suppression-down, 1/2-up adaptive procedure diagrammed in
Fig. 1. In this procedure, the amplitude of the startle stimulus
~ultrasound! was fixed at a level which consistently elicited a
startle response~these levels are noted for each experiment;
at least 5 dB above startle threshold!, whereas the amplitude
of the suppressor stimulus was adjusted until the minimum
level for suppression was determined. As before, attenuator
step sizes were 6, 3, and 1 dB for the sequence of reversals.
Two procedures were used to control for any variance in
response threshold over time@e.g., habituation or fatigue
causing a change in threshold during some portion of the
adaptive procedure, see Robert~1989!#. First, following two
consecutive presentations in which a startle response was not
elicited by the ultrasound1suppressor combination~i.e., 2/2
suppression!, the ultrasound was presented alone to verify

1476 J. Acoust. Soc. Am., Vol. 111, No. 3, March 2002 H. E. Farris and R. R. Hoy: Two-tone suppression in crickets



that the subject would still respond to the startle stimulus. If
the ultrasound stimulus elicited a startle response, startle sup-
pression for the previous two presentations of two-tone
stimuli was thus confirmed, and the amplitude of the sup-
pressor was decreased. If a startle response was not elicited
by the ultrasound alone~i.e., suppression was not con-
firmed!, then all tests with that individual were repeated and
the startle threshold to ultrasound alone was remeasured to
establish a stable reference~see Fig. 1!. As part of a second
control, the adaptive procedure stepped through the presen-
tations of experimental stimuli in a pseudo-random order so
that the same suppressor frequency was not presented in
more than two consecutive trials~i.e., two sequences shown
in Fig. 1!. If a change in startle threshold had occurred dur-
ing testing~see Sec. III!, this control prevented its correlation
to any suppressor frequency in particular. This adaptive pro-
cedure converges on the stimulus level that elicits suppres-
sion in 70.7% of the presentations~Levitt, 1971!. The sub-
jects were required to fly for at least 5 s prior to stimulus
presentation~i.e., minimum interstimulus interval was 5 s!.
This interval was also chosen to reduce the probability of
any habituation or sensitization. Ambient temperature for all
of the experiments was 20–23 °C.

4. Calling song recordings

Singing males (N55) were recorded either in the field
~Ithaca, NY! or in the laboratory using a Sony WM D6C
Walkman Professional tape recorder~no filter!, Memorex
CD2 tape, and a Sony ECM 939CT microphone placed at 15
cm dorsal to the singing cricket. Temperature at the position
of the male was measured using a Radioshack digital ther-

mometer. Songs were digitized~22.7 or 40ms sample period!
using a TDT AD1 and custom-written software. The mean
sound pressure level of the calling songs over all of the re-
corded males was calculated by comparing the rms value of
15 randomly sampled song pulses~3 pulses from the song of
each male! to that generated by a B&K 4220 pistonphone
calibrator.

B. Experiments

1. Frequency response of two-tone suppression

Thresholds for startle suppression were measured as a
function of the frequency of the suppressor stimuli. Pre-
sented simultaneously with the startle stimulus~1 pulse of 40
kHz!, the suppressor stimuli had the same temporal structure
as the ultrasound~5 ms duration, 1 ms ramps! but varied in
frequency from 2 to 15 kHz. For each individual (N511),
startle threshold was first determined using the adaptive pro-
cedure described above. The startle stimulus was then fixed
at 8–10 dB above startle threshold and presented simulta-
neously with each of the ten suppressor frequencies until the
minimum suppressor level required to suppress the startle
response was determined. Each individual was tested at all
ten suppressor frequencies~2–10, 15 kHz!.

2. Equal-suppression contours

In experiments similar to those measuring equal-
loudness contours~see Plack and Carlyon, 1995!, the rela-
tionship between ultrasound intensity and suppressor inten-
sity was tested for seven different suppressor frequencies
~3–9 kHz in 1-kHz steps!. After determining the startle
threshold ~at 40 kHz! for each individual, the minimum
threshold for startle suppression was measured for four ultra-
sound intensities above startle threshold~5, 8, 10, 12 dBre:
startle threshold! at seven suppressor frequencies. Based on
evidence from preliminary observations, this 7-dB intensity
range for the ultrasound stimulus was chosen to encompass
the minimum level~15 dB re: startle threshold! required to
consistently elicit a startle for the duration of the experiment
and the maximum ultrasound intensity~112 dB re: startle
threshold! at which suppression was still possible. In addi-
tion to the pseudo-random order of frequency presentation
mentioned above, the ultrasound level within frequency pre-
sentations was randomly chosen~i.e., 5, 8, 10, or 12 dBre:
startle threshold!. For an individual to be included in the data
set, suppression thresholds had to be completed at all four
ultrasound levels for at least one suppressor frequency~e.g.,
startle suppression thresholds at one frequency were deter-
mined at 5, 8, 10, and 12 dB above startle threshold!. Unlike
the frequency response for suppression measured in experi-
ment 1~above!, no individuals flew long enough to measure
all four equal suppression contours for all seven frequencies
~i.e., 28 suppression thresholds!.

Suppression growth~i.e., change in level of suppressor
versus change in level at 40 kHz! at each suppressor fre-
quency was calculated using a linear regression of suppres-
sion thresholds versus the level of the startle stimulus. Com-
parison of suppressor growth across the seven suppressor
frequencies was accomplished using an analysis of covari-

FIG. 1. Diagram of a single trial for the adaptive procedure used to deter-
mine suppression thresholds~see methods!.
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ance testing for significant differences between slopes~Zar,
1984, p. 300!. Comparison of the suppression slopes and
intercepts between males and females at 6 kHz was done
using the procedure described in Zar~1984, p. 296!.

Shapes of the suppression contours were calculated from
the mean suppression thresholds using a method described
by Pattersonet al. ~1982; but see also Mooreet al., 1990!.
Briefly, each flank of the tuning curve~i.e., on either side of
the center frequency! was modeled using the rounded expo-
nential function roex(p,r ):

W~g!5~12r !~11pg!exp~2pg!1r ,

whereg is the normalized deviation of frequency from the
center frequency,f c, g5u( f 2 f c)u/ f c, p is a dimensionless
parameter determining the slope of the flanks of the tuning
curve, andr is a constant that sets the range limitation of the
roex filter. The tuning curves were assumed to be asymmetri-
cal around the center frequency, and separate slopes~p! were
calculated for the upper and lower frequency flanks;r was
assumed to be the same for each side, however, and equaled
the difference between the minimum and maximum thresh-
olds on the tuning curve. After normalizing each equal sup-
pression contour to the threshold at the center frequency~5
kHz!, we used a least-squares method to solve for the slope
parameter~p! of each flank of the filter. Using the slope
parameters, the equivalent rectangular bandwidth~ERB! for
each tuning curve was calculated~Pattersonet al., 1982!,
facilitating a comparison of tuning ‘‘sharpness.’’

3. Temporal sensitivity: Suppressor duration

Thresholds for startle suppression were measured as a
function of suppressor duration. Presented with simultaneous
onsets, the startle and suppressor stimuli consisted of single
pulses of 40 and 6 kHz, respectively. In part 1 the startle
stimulus had a 5-ms duration and suppressor duration varied
from 2 to 80 ms, whereas in part 2, the startle stimulus had a
20-ms duration and suppressor duration varied from 2 to 200
ms. The amplitude of the ultrasound stimulus was set 8–10
dB above startle threshold.

4. Temporal sensitivity: Nonsimultaneous
suppression

Similar to forward and backward masking, startle sup-
pression was measured while varying the relative onset times
of the suppressor~5-ms duration, 1-ms ramps, 6 kHz! and
startle~5-ms duration, 1-ms ramps, 40 kHz! stimuli from 3 to
26 ms ~re: startle onset!. The amplitude of the ultrasound
stimulus was set 8–10 dB above startle threshold, whereas
the amplitude of the suppressor pulse was adjusted until the
minimum suppressor level required to suppress the startle
was determined for each of eight different relative onset
times.

FIG. 2. Suppression tuning.~a! Symbols represent the mean~6SE! thresh-
old required to suppress the ultrasound-induced startle response for ten dif-
ferent suppressor frequencies. Stimuli were 5-ms pulses with 1-ms ramps.
The startle stimulus~40 kHz! was set at 8–10 dB above startle threshold for
each individual. Individuals (N511) were tested at all frequencies.~b! Am-
plitude spectrum of anE. carolinuscalling song recorded at 20 °C.

FIG. 3. Equal suppression contours.~a! Threshold to suppress a startle re-
sponse as a function of frequency and startle stimulus level. Symbols:j, m,
d, h are the suppression thresholds for startle stimuli at 5, 8, 10, and 12 dB
above startle threshold, respectively. Because the level of 40 kHz varied for
these measurements, unlike in Fig. 2~a! suppression thresholds are plotted
re: startle threshold rather thanre: 40 kHz level.~b! Roex filter functions
for each equal suppression contour above~see Table II for the parameters for
each filter!. Line types are the same in both panels.
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III. RESULTS

A. Frequency response of two-tone suppression

Suppression was tuned to frequencies near 5 kHz, over-
lapping components in the male calling song~Fig. 2!.
Whereas a gradual increase in suppression thresholds was
measured for frequencies.5 kHz ~although a secondary sen-
sitivity peak can be seen at 9 kHz!, for frequencies,5 kHz
there was a steeper decline in suppression sensitivity@Fig.
2~a!#. Thresholds were measured for at least 10 of the 11
individuals tested for all frequencies except 2 kHz, in which
suppression was effective in only three individuals.

B. Equal suppression contours

As in experiment 1, suppression thresholds were lowest
for frequencies near 5 kHz with a second sensitivity peak at
9 kHz @Fig. 3~a!#. The equal suppression contours were not
parallel, however, as suppressor growth~change in level of
suppressor versus change in level at 40 kHz! differed signifi-
cantly across the seven suppressor frequencies~ANCOVA,
N5236, F53.99, P,0.002; Zar, 1984, p. 300!. Because
suppressor growth was.1 for 5–7 kHz and,1 for 3–4 and
8–9 kHz ~Table I!, the equal suppression curves appear to
flatten at the higher ultrasound levels. Furthermore, signifi-
cant positive slopes for suppressor growth~i.e., at five of
seven frequencies, Table I! suggests that each individual’s
startle threshold was stable throughout the procedure, as no
relationship would be expected if startle threshold varied.

Although analysis of the equal suppression contours us-
ing the roex model did suggest a decrease in the slope pa-
rameter for frequencies.5 kHz ~and increase in ERB! with
increasing ultrasound levels, the model’s predictions were
not significantly correlated with the data for the highest ul-
trasound level~i.e., 12 dBre: startle threshold! @Fig. 3~b!,
Table II#. The failure of the roex model for the 12-dB con-
tour is presumably due to the suppression thresholds at 9
kHz. Although the model assumes a center frequency of 5
kHz, at the 12-dB contour, lowest suppression thresholds
shifted from 5 to 9 kHz, reducing the amount of variance
explained by the model. Indeed, when the thresholds at 9
kHz were removed from the contours, the fit of the roex

model was significant at each contour, revealing an increase
in ERB with increasing ultrasound levels~Table III!.

C. Temporal sensitivity: Suppressor duration

As suppressor duration increased, suppression threshold
did not decrease like that of a simple exponential integrator
~Fig. 4!. Temporal integration of the low-frequency suppres-
sor was analyzed using a least-squares-fit of the following
equation proposed by Plomp and Bouman~1959! for the
change in threshold as a function of stimulus duration:

Threshold shift ~T!5210* logS 12expS 2T

t D D ,

wheret represents the temporal integration~i.e., summation!
time constant that describes the rate at which the threshold
reaches an asymptote as a function ofT, the duration of the
suppressor stimulus.~Note that for the 20-ms ultrasound
treatment, because no suppression was measured for suppres-
sor durations,10 ms, these durations were not included in
the model.! Correlations between the data and the model
were not significant for either the 5 ms~t512.2 ms, r 2

50.25,P50.18! or 20 ms~t517.3 ms,r 250.51,P50.13!
ultrasound treatments and, thus, estimates for the temporal
integration time of the suppressor~6 kHz! using a duration
versus intensity paradigm were inconclusive. In addition,
there was no evidence for tuning to any particular suppressor
duration~i.e., similar to pulse durations of the male calling
song!. For both ultrasound durations~5 and 20 ms!, suppres-
sion thresholds decreased up to the duration of the startle

TABLE I. Relationship between suppression threshold and ultrasound level
for each suppressor frequency. Although threshold means are shown in Fig.
3, slopes are calculated from the entire data set using linear regression
analysis. Suppressor growth varies significantly across suppressor frequency
~ANCOVA, N5236, F53.99, P,0.002; Zar, 1984, p. 300!. Significant
positive slopes for five of seven frequencies suggests that reference thresh-
olds ~i.e., startle threshold! were stable throughout the experiments.

Suppressor
frequency~kHz! N

Suppressor growth
~D Suppressor dB/D 40 kHz dB! R2 P value

3 36 0.903 0.312 0.0004
4 36 0.648 0.070 0.1189
5 32 1.370 0.158 0.0243
6 36 1.354 0.210 0.0049
7 28 1.140 0.192 0.0195
8 32 0.859 0.129 0.0437
9 36 0.728 0.045 0.2145

TABLE II. Filter dimensions and correlations for the least-squares fit of
roex(p,r ) to the equal suppression contours. Columns are the roex slope
parameters~p! for frequencies above and below the center frequency~5
kHz!, the equivalent rectangular bandwidth~ERB! of the filter,Q3dB of the
filter, and theR2 andP values of the least-squares fit to the threshold means
for the four different startle stimulus amplitudes~re: startle threshold!.

40 kHz
level ~dB!

Upper
slopep

Lower
slopep

ERB
~kHz! Q3dB R2 P value

5 4.437 14.802 2.93 2.33 0.737 0.013
8 5.181 13.275 2.683 2.284 0.799 0.007

10 3.245 11.367 3.959 1.676 0.570 0.05
12 2.876 8.746 4.621 1.136 0.218 0.291

TABLE III. Filter dimensions and correlations for the least-squares fit of
roex(p,r ) to the equal suppression contours not including thresholds at 9
kHz. Columns are the roex slope parameters~p! for frequencies above and
below the center frequency~5 kHz!, the equivalent rectangular bandwidth
~ERB! of the filter, Q3dB of the filter, and theR2 and P values of the
least-squares fit to the threshold means for the four different startle stimulus
amplitudes~re: startle threshold!. Although all upper slopes are affected by
the removal of the data at 9 kHz, the lower slope at 12 dB is also changed
due to a change in the dynamic range~roex parameterr! of the entire 12-dB
filter ~see Table II!.

40 kHz
level ~dB!

Upper
slopep

Lower
slopep

ERB
~kHz! Q3dB R2 P value

5 5.963 14.802 2.353 2.902 0.995 0.0001
8 6.068 13.275 2.401 2.552 0.936 0.0016

10 5.066 11.367 2.853 2.325 0.857 0.0081
12 5.706 8.278 2.961 1.678 0.839 0.01
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stimulus, but varied for greater suppressor durations. Be-
cause suppression threshold depended on the duration of the
startle stimulus, these results are inconsistent with a hypo-
thetical filter that band-passes durations near 7 ms~i.e., the
duration of a typical calling song pulse!.

D. Temporal sensitivity: Nonsimultaneous
suppression

No suppression could be measured when the onset of the
suppressing tone was.2 ms after or.5 ms before that of
the ultrasound stimulus~Fig. 5!. In both backward and for-
ward suppression, increasing levels of 6 kHz were required
to suppress the startle response for greater temporal separa-
tions between the two stimuli. Because these data presum-
ably reflect the relative temporal integration times for the
two frequencies, we constructed a simple summation model
to estimate the integration time of the low-frequency sup-
pressor, which we were unable to measure sufficiently in the
previous experiment.

Both the excitatory~40 kHz! and suppression~6 kHz!
integrals were modeled as simple exponential integrators that
change as

12exp~2T/t!

when the stimulus is on, and decay as

exp~2T/t!

FIG. 4. Suppression threshold~re: startle stimulus dB! as a function of
suppressor duration. Suppressor and startle stimuli have simultaneous on-
sets. Durations of the startle stimulus~40 kHz! were 5 and 20 ms for~a! and
~b!, respectively. Triangles mark suppressor durations in which,2 individu-
als exhibited suppression.

FIG. 5. Suppression threshold~re: startle stimulus dB! as a function of the
relative onset times of the suppressor~6 kHz! and startle~40 kHz! stimuli.
Both stimuli were 5-ms duration pulses with 1-ms ramps. No suppression
occurs when the onset of the suppressing tone is.2 ms after and.5 ms
before that the ultrasound stimulus. Dashed curves represent the thresholds
predicted by the simple summation model~see results, Fig. 6! when the
integration time is 9.395 ms~r 250.987,P50.000 06! in the forward sup-
pression condition~6 kHz leads! and 47.07 ms~r 250.914,P50.19! in the
backward suppression condition~40 kHz leads!.

FIG. 6. Diagram of the suppressor and startle stimuli in the nonsimulta-
neous suppression paradigm when modeled as the interaction of an IPSP
~dotted curve! and EPSP~solid curve!, respectively. In each condition, the
amplitude of the IPSP is multiplied by that~re: EPSP amplitude! required to
suppress the startle~Fig. 5!. The model assumed that suppression occurred
when the sum of the two integrals was28 dB re: EPSP peak amplitude:~a!
simultaneous onset,~b! backward suppression~suppressor trails by 2 ms!,
and ~c! forward suppression~suppressor leads by 3 ms!. In ~c! the dashed
curve represents the sum of the excitation and suppression responses. In this
case, because the peak of the summed response is28 dB ~re: the excitatory
response!, the model deemed that suppression had occurred.
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when the stimulus is turned off~Fig. 6!. The suppression
integral is negative, however, and its amplitude is scaled like
that measured at suppression threshold for each of the differ-
ent relative onset times~e.g., when 40 kHz leads 6 kHz by 2
ms, the amplitude of the 6-kHz pulse is 16.2 dBre: 40 kHz
at suppression threshold; see Fig. 5! @Fig. 6~b!#.

We assumed that the addition of the two integrals was
linear @Fig. 6~c!# and that there was no latency difference
between the two responses. We also assumed thatt55.30 ms
for the excitatory integral~Farris and Hoy, 2000! and that
suppression occurred when the amplitude of the excitatory
integral was reduced by 8 dB~i.e., 40 kHz startle stimulus
was set at 8–10 dB above startle threshold! as a result of its
addition to the suppression integral. Using a least-squares
method, we solved for the integration time~t! of the suppres-
sion stimulus~6 kHz! that produced an 8-dB reduction in
excitatory amplitude for each of the relative onset times
shown in Fig. 5. Although separate time constants were cal-
culated for both the forward and backward suppression con-
ditions, data for the simultaneous presentation of the two
stimuli ~0 ms relative onset time! were included in both
analyses.

The time constant~t! for the integration of 6 kHz dif-
fered for forward and backward suppression~Fig. 5!. In for-
ward suppression~e.g., 6 kHz leads 40 kHz!, suppression
thresholds were best modeled when the 6-kHz stimuli were
integrated over 9.395 ms~r 250.987,P50.000 06!. In back-
ward suppression, however, integration appeared to occur
over a much longer time, as suppression thresholds were best
modeled when the integration of 6 kHz lasted 47.07 ms~r 2

50.914,P50.19! ~Fig. 5!. The model for backward suppres-
sion was not significantly correlated to the data, however.
Potential causes for this difference between the two measure-
ments are addressed below.

IV. DISCUSSION

A. Frequency sensitivity

Because the behavioral context and stimulus structures
required to elicit responses to calling songlike stimuli vary
~e.g., Loheret al., 1993!, it is not clear why tetheredE. car-
olinus do not respond to such stimuli when presented alone.
Although this lack of a response prevents any direct measure
of low-frequency~i.e., ,20 kHz! sensitivity~sound trapping
notwithstanding, Farriset al., 1997!, its measurement is still
facilitated by low-frequency suppression of the ultrasound-
induced startle. Thus, in experimental paradigms similar to
those examining single-tone masking in humans~Vogten,
1974!, we used the increase in startle threshold produced by
low-frequency sounds to indirectly measure aspects of sen-
sitivity below 20 kHz. Similar to two-tone suppression in
field crickets, suppression sensitivity was best at 5 kHz with
a secondary peak at 9 kHz~Moiseff and Hoy, 1983!. Sensi-
tivity to frequencies across this band overlaps much of the
spectrum of male calling songs~Fig. 2! and thus could func-
tion in the context of song detection.

Tuning sharpness or the frequency biases of auditory
systems are known to change with the amplitude of the
stimuli, however. For example, in single-tone masking ex-

periments with humans, the frequency that produces the most
masking varies with the intensity of the probe~Vogten,
1974!. Furthermore, masking experiments using various
broadband maskers show that the shapes of critical bands
centered at the same frequency vary with the amount of input
or stimulus level~Shaileret al., 1990; Mooreet al., 1990!.
Generally, this change is measured as an increase in critical
band ERB as stimulus intensity increases. With respect to
tuning across multiple critical bands, a well-known example
of such a change is the ‘‘flattening’’ of equal loudness con-
tours in humans as a function of the amplitude of the stan-
dard @usually 1 kHz; see Plack and Carlyon~1995! for re-
view#. From a physiological perspective, Capranica~1992!
pointed out that the frequency tuning of units in the VIIIth
nerve of frogs is not maintained at stimulus levels above
threshold. Indeed, isointensity measures of spike rate at vari-
ous frequencies are not necessarily parallel and can reveal
either an increased or decreased frequency bias in the unit
~Capranica, 1992; Roseet al., 1971!. Imaizumi and Pollack
~1999! measured the analogous response in the auditory af-
ferents of crickets~Teleogryllus oceanicus! and demonstrated
that for a 15-dB change in stimulus intensity, the bandwidth
of the isointensity response curves for one afferent changed
from ;2 to ;12 kHz. With respect to physiological mea-
sures of two-tone suppression, the tuning of low-frequency
~;4 kHz! suppression of ultrasound-induced excitation in an
ascending unit inT. oceanicusbroadened with increases in
suppressor intensity~Hutchings and Lewis, 1984!.

Similar to the isointensity measures above, two-tone
suppression tuning inE. carolinusvaried with the sensation
level of the ultrasound stimulus. Because the slopes for sup-
pression growth~change in level of suppressor versus change
in level at 40 kHz! were not the same for the seven frequen-
cies ~Table I!, the suppression contours were not parallel. If
these equal suppression contours do reflect the frequency re-
sponse of the calling song channel inE. carolinus, the results
suggest that comparisons of songs at various frequencies
may vary with intensity. Furthermore, the data suggest that
there may be greater dynamic range for frequencies near 5
kHz than those near 3 and 9 kHz~i.e., the intensity range
between threshold and apparent saturation appears smaller
for 3 kHz than for 5 kHz!.

The rounded exponential~roex! filter with its rounded
peak and exponentially decaying skirts is one of the most
widely used methods for describing the shape of auditory
filters ~see Moore, 1995!. Because it describes filter selectiv-
ity, we find it surprising that it has been so rarely employed
in studies of comparative audition. Indeed, use of the roex
model would facilitate the quantitative comparison of tuning
curves within and between studies. We used the roex model
to compare the shape of suppression tuning at four different
intensities of the startle stimulus. When including the data at
9 kHz, the model explained a significant proportion of the
variance in the threshold means for the 5-, 8-, and 10-dB
suppression curves~Table II; Fig. 3!. There was, however,
too little selectivity in suppression tuning for the 12-dB
startle stimulus to adequately fit the model. For the lower
three contours, however, the change in both the upper slope
parameter and the ERBs do suggest a decrease in filter tun-
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ing ~Table II; Fig. 3!. Comparison of the 5- and 10-dB pa-
rameters suggests a decrease and an increase in the upper
slope and ERB, respectively. Although 9 kHz is clearly part
of the suppression channel, we explored the filter shape
around 5 kHz after removing the 9-kHz thresholds from the
data set. Without 9 kHz, the model can be significantly fit to
all of the curves~Table III! and reveals a;600 Hz increase
in ERB over the 7-dB change in startle stimulus.

Although our results do suggest that the relative weight-
ing of frequencies byE. carolinusvaries at intensities above
threshold, certain concerns do exist in analyzing the equal
suppression contours as exact analogs of equal loudness~or
masking! contours. First, because each individual is not rep-
resented in every point on the curves~individuals were in-
cluded only if their thresholds were measured at the four
levels for at least one frequency!, there is a potential that one
individual could bias the results at one frequency. This con-
cern is mitigated, however, by the similarity between the
suppression tuning curve in Fig. 2~in which each individual
was tested at all ten frequencies! and the 8- and 10-dB equal
suppression contours in Fig. 3. In addition to the tuning be-
ing centered at 5 kHz, both experiments revealed a secondary
sensitivity peak at 9 kHz. This suggests that the frequency
response of the equal suppression contours was not affected
by limited replication across frequencies. A second concern
arises from the variance around each suppression contour.
The mean standard error over all thresholds on the equal
suppression contours~Fig. 3! is 2.3 dB~this variance was not
presented in Fig. 3 for clarity!. Although the variances for
some thresholds do overlap, a statistically significant corre-
lation between suppressor level~dB! and startle level~i.e.,
when regressed against the entire data set to include all of the
variance! can still be resolved for all suppressor frequencies
except 4 and 9 kHz~Table I!.

B. Temporal integration and suppression

Using a duration versus intensity experimental para-
digm, Farris and Hoy~2000! found that power integration of
single pulses of 40 kHz byE. carolinusoccurred over;32
ms. Simple duration versus intensity experiments in which
the duration of the suppressor stimulus was varied were in-
sufficient, however, in measuring the integration time of low-
frequency stimuli. In trials using a 5-ms ultrasound stimulus,
suppression thresholds decreased as the duration of the sup-
pressor increased to 5 ms, but became less effective for
longer durations~Fig. 4!. From an ethological perspective,
these results are interesting as they suggest that there might
be some ‘‘duration tuning’’ to 6-kHz stimuli. At temperatures
near 23 °C, male calling songs consist of 6.7-ms pulses of 6
kHz at 75 pulses/s. Best suppression to 5-ms duration pulses
of 6 kHz could thus reflect the response of a temporal band-
pass filter applied to frequencies characteristic of male call-
ing songs. Although evidence for such a filter has been found
for certain amplitude modulation rates~Schildberger, 1984!,
there is no prior evidence for a filter that bandpasses certain
pulse durations in crickets. In subsequent experiments using
a 20-ms ultrasound stimulus, however, we found that sup-
pression thresholds decreased as suppressor duration in-
creased up to 20 ms, with thresholds becoming more variable

for longer durations~Fig. 4!. Thus, these data suggest that
best suppression durations appear to be the result of stimulus
overlap rather than the result of a bandpass duration filter. In
other words, even though integration of the ultrasound stimu-
lus is known to continue for up to;32 ms @i.e., 27 ms
beyond the end of the 5-ms pulse of 40 kHz~Farris and Hoy,
2000!#, we found little evidence for any backward suppres-
sion effects produced by increasing the duration of the sup-
pressor stimuli into this time window trailing the startle
stimulus. Thus, in order to examine this effect of overlap
more closely, we used a nonsimultaneous suppression para-
digm to measure the temporal window in which suppression
of the ultrasound-induced startle could be elicited.

With the exception of the forward suppression condition
in which the startle stimulus started at the offset of the sup-
pressor, stimulus overlap was required for startle suppres-
sion. For the 5-ms duration stimuli, no suppression could be
measured when the onset of the suppressor was.5 ms be-
fore or .2 ms after the ultrasound pulse~Fig. 5!. As in
human psychoacoustics, nonsimultaneous masking experi-
ments effectively probe the limits of auditory inertia or the
time over which the summation of masker and signal occurs.
Figure 5 can be thought of as showing the shape of such a
temporal window centered at the onset of the 6-kHz pulse. A
variety of models have been proposed for describing the
characteristics of temporal integration including the temporal
analog of the roex filter used above for spectral analysis
~Moore et al., 1988!. Solutions to this model in humans
maximized the signal-to-noise ratio for a signal temporally
centered between forward and backward maskers. We chose
a different method for analyzing this temporal window, how-
ever.

Nolen and Hoy~1986b! found that two-tone suppression
in T. oceanicuswas mediated by low-frequency-induced
postsynaptic inhibition in a pair of bilaterally symmetric au-
ditory interneurons called Int-1. Summation of IPSPs effec-
tively reduced excitation below that required to elicit a
startle. Central auditory processing of ultrasound inE. car-
olinus appears similar to that inT. oceanicus, as extra-
cellular recordings in the neck connectives ofE. carolinus
reveal at least one identifiable auditory unit that responds
like Int-1 in T. oceanicus~Farris and Hoy, 2000!. Thus, the
interaction of the suppressor and startle stimulus in the non-
simultaneous paradigm was modeled as the hypothetical
summation of inhibitory and excitatory post-synaptic poten-
tials ~Fig. 6!. Because the time over which nonsimultaneous
suppression could be measured was an order of magnitude
less than that for temporal integration of a single pulse of
ultrasound~32 ms!, the model solved for the inhibitory time
constant using an excitatory time constant of 5.3 ms, the time
constant for paired-pulse integration of ultrasound~Farris
and Hoy, 2000!. For forward suppression, the data were best
modeled when the inhibitory time constant equaled 9.17 ms.
In the backward suppression condition the model failed to
significantly explain the change in suppression threshold. If
the model does represent the underlying neural mechanism
of suppression, then at least one hypothesis for the model’s
failure when the suppressor follows the startle stimulus is
related to the production of action potentials. The model only
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takes into account graded potentials. If the onset of the sup-
pressor stimulus follows or overlaps with the production of
action potentials, the inhibitory effect of the suppressor will
be quite different from interactions with only EPSPs.

C. Two-tone suppression and masking in other
tympanate orthoptera

Two-tone suppression of the ultrasound-induced startle
response is a phenomenon common to both ensiferan and
caeliferan orthopterans. For the locustLocusta migratoria,
Robert ~1989! showed that the negative steering behaviors
elicited by pulses of 15 kHz are suppressed by the simulta-
neous presentation of pulses of 5 kHz at 10–15 dB greater
amplitude. With respect to crickets, Nolen and Hoy~1986b!
found similar suppression tuning inT. oceanicus, with best
suppression measured between 4 and 5 kHz. Different from
E. carolinus, however, frequencies.8 kHz were not effec-
tive in suppressing the startle response inT. oceanicus. Un-
like our study, the measurements of suppression threshold in
T. oceanicuswere not normalized to startle threshold, how-
ever, as the startle stimulus was presented at 70 dB SPL. The
mean startle threshold to 30 kHz inT. oceanicusis ;55 dB
SPL~Nolen and Hoy, 1986a!. Given the limits of their broad-
cast system, it is likely that the 70 dB SPL startle stimulus
used by Nolen and Hoy~1986b; ;15 dB above startle
threshold! was too great for any suppression by stimuli with
frequencies.8 kHz. Thus, it is not clear if the suppression
tuning curves for the higher frequencies~.8 kHz! in the two
studies are comparable. LikeE. carolinus, T. oceanicus
showed linear suppression growth when tested in a two-tone
paradigm. Estimates from Nolen and Hoy’s~1986b! study,
however, suggest that the slope of suppression growth at 5
kHz for T. oceanicusis ,1. ForE. carolinus, when suppres-
sion thresholds are normalized to the startle threshold, such
low growth rates were measured only for frequencies outside
the most sensitive region~Table I!. Moreover, we found the
greatest suppression growth at the best suppression fre-
quency, 5 kHz~Table I!. When the 5-kHz data forE. caroli-
nusarenot normalized to startle threshold, however, and are
plotted as sound pressure levels~as in Nolen and Hoy,
1986b!, suppression growth is,1 ~slope50.95; P50.007!
and thus comparable to that inT. oceanicus.

As in E. carolinus, suppression of the ultrasound-
induced startle inT. oceanicusis most easily elicited when
the low-frequency suppressor precedes or overlaps the startle
stimulus~Nolen and Hoy, 1986b!. Although Nolen and Hoy
~1986b! used 30-ms duration pulses to measure suppression
in the nonsimultaneous presentation paradigm, their mea-
surements are consistent with ours when normalized to pulse
duration. In the backward suppression condition, we were
unable to measure suppression inE. carolinuswhen the sup-
pressor followed the startle stimulus by.0.4 pulse durations
~2 ms!. For the similar presentation sequence toT. oceanicus,
suppression could not be elicited when the suppressor fol-
lowed the startle stimulus by.0.66 pulse durations~20 ms!.
In the forward suppression condition~suppressor leads!, we
were unable to measure any suppression when the startle
stimulus followed the suppressor by.1 pulse duration~5
ms!. Although the relationship is similar inT. oceanicus, the

separations in which suppression could be measured are
somewhat longer. When the suppressor leads the ultrasound
pulse there is a decrease in suppression at a separation of 1
pulse duration~30 ms!, but suppression can still be measured
when the two stimuli are separated by up to 3 pulse durations
~Nolen and Hoy, 1986b!.

An alternative method to the two-tone suppression para-
digm used here to measure frequency selectivity at different
intensities is the classic masking paradigm in which thresh-
olds for the detection of single tones at different intensities
are measured as a function of the bandwidth of simulta-
neously presented maskers@Fletcher, 1940; but see Moore
~1995! for review#. While quite common in human psychoa-
coustics, Ehretet al. ~1982! uniquely employed this experi-
mental method to measure the critical bands centered at fre-
quencies in the calling song and ultrasound channels ofT.
oceanicus. By measuring the spectrum level of a noise band
required to mask either positive or negative phonotaxis to an
amplitude modulated tone, critical bands were calculated us-
ing the critical ratio formula. Similar to our results using the
two-tone suppression paradigm, Ehretet al. ~1982! found
that the critical bandwidth centered around 4.5 kHz~near the
calling song carrier frequency! increased with increases in
the probe stimulus intensity~model calling song!. Although
the conclusion that auditory filter bandwidth increases at
higher intensities is similar between the two studies, the ex-
periments presumably probe two different underlying mecha-
nisms. Whereas the two-tone suppression paradigm affects
threshold using stimuli outside the excitatory band, the
masking paradigm used by Ehretet al. ~1982! presumably
changes the signal-to-noise ratio using stimuli within the ex-
citatory band.

D. Function of two-tone suppression in E. carolinus

Although two-tone suppression is common across dis-
parate taxa and is mediated by a variety of different mecha-
nisms, most hypotheses for its function are based on the
benefits generated from increases in frequency resolution.
Indeed, feature extraction in the spectral domain that is im-
portant to foraging bats and sexual signaling frogs, for ex-
ample, is mediated at least in part by nonlinear inhibitory/
suppression mechanisms~Capranica, 1965; Suga, 1973;
Fuzessery, 1988!. With respect to orthopteran insects, the
resulting nonlinear response to the coupling of a variety of
auditory stimuli has also been shown to modulate the audi-
tory system in a variety of behavioral contexts. For example,
the acoustic components of wind modulate the responses of
certain auditory units inLocusta migratoriato stimulation
with other sounds~Boyan, 1986!. This modulation effec-
tively shifts the frequency response of the auditory system to
higher frequencies when the animal is in flight. The adaptive
significance proposed for this shift is one of a contextual
filter where noise produced by the wingbeat is prevented
from eliciting a startle response~Boyan, 1986; Robert,
1989!. In crickets, however, the most likely source of the
characteristic sounds that best suppress the ultrasound-
induced startle is not the wingbeat, but presumably singing
conspecifics. Indeed, our finding that there is some evidence
for sexual dimorphism in two-tone suppression sensitivity
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~see Fig. 7! suggests that the trait may play a role in calling
song assessment. There are few data, however, supporting
the initial hypothesis that two-tone suppression in crickets
functions in the relative comparison of conspecific and
predatory signals. As inT. oceanicus~Nolen and Hoy,
1986a!, we found that relatively high levels of low-frequency
~songlike! sounds were required to suppress the ultrasound-
induced startle. Based on the average power output of males
singing in the field, Fig. 7 shows that under ideal conditions
an unrealistically high density of singing males~Farris, per-
sonal observation! would be necessary to produce suppressor
stimuli. An alternative hypothesis for the function of two-
tone suppression is that it could prevent negative phonotaxis
to the harmonics of a calling song. Indeed, Nolen and Hoy
~1986b! showed that there is enough power in the harmonics
of the calling song ofT. oceanicusto elicit negative phono-
taxis. The addition of the low-frequency fundamental was
sufficient to prevent negative steering and elicit a positive
response. InE. carolinus, however, there is relatively little
power in the harmonics. The second harmonic of the calling
song fundamental is already 50 dB down@Fig. 2; harmonics
are not required for effective song attraction~Farris et al.,
1997!#. Based on the songs recorded in this study, an aver-
sive song would have to be unrealistically powerful and at
close proximity. An alternative context from long-range mate
attraction in which two-tone suppression could function is
courtship in which aversive behavior in response to a court-
ship song rich in high frequencies is suppressed. InE. car-
olinus, however, not only is the courtship song similar in
spectrum to the calling song~Alexander, 1957; Farris, un-

published observation!, but suppression is elicited in the con-
text of flight and, thus, an unlikely adaptation to the close-
range communication during courtship. Thus, left without an
obvious conclusion for its function, we can only speculate
that two-tone suppression of the ultrasound-induced startle
by low-frequency sounds inE. carolinusfunctions to restrict
startle responses to sounds containingonly ultrasound.
Broadband sounds that span the audio and ultrasound bands
~potentially produced by tettigoniids! would thus be pre-
vented from eliciting any antipredator behavior. Further re-
search is needed to elucidate the behavioral ecology of this
trait.
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